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PREFACE

This book aims to be an introduction tomodel theory which can be used with-
out any background in logic. We start from scratch, introducing first-order
logic, structures, languages etc. but move on fairly quickly to the fundamental
results in model theory and stability theory. We also decided to cover simple
theories and Hrushovski constructions, which over the last decade have de-
veloped into an important subject. We try to give the necessary background
in algebra, combinatorics and set theory either in the course of the text or in
the corresponding section of the appendices. The exercises form an integral
part of the book. Some of them are used later on, others complement the
text or present aspects of the theory that we felt should not be completely
ignored. For the most important exercises (and the more difficult ones) we
include (hints for) solutions at the end of the book. Those exercises which
will be used in the text have their solution marked with an asterisk.
The book falls into four parts. The first three chapters introduce the basics
as would be contained in a course giving a general introduction to model
theory. This first part ends with Chapter 4 which introduces and explores the
notion of a type, the topology on the space of types and a way to make sure
that a certain type will not be realized in a model to be constructed. The
chapter ends with Fraı̈ssé’s amalgamation method, a simple but powerful tool
for constructing models.
Chapter 5 is devoted to Morley’s famous theorem that a theory with a
unique model in some uncountable cardinality has a unique model in every
uncountable cardinality. To prove this theorem, we describe the analysis of
uncountably categorical theories due to Baldwin and Lachlan in terms of
strongly minimal sets. These are in some sense the easiest examples of stable
theories and serve as an introduction to the topic. This chapter forms a unit
with Chapter 6 in which the Morley rank is studied in a bit more detail.
For the route to more general stable theories we decided to go via simplic-
ity. The notion of a simple theory was introduced by Shelah in [56]. Such
theories allow for a notion of independence which is presented in Chapter 7.
Fundamental examples such as pseudo-finite fields make simple theories an
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x Preface

important generalisation of the stable ones. We specialise this notion of inde-
pendence in Chapter 8 to characterise forking in stable theories.
In Chapters 9 and 10 we go back to more classical topics of stability theory
such as existence and uniqueness of prime extensions and their analysis in the
uncountably categorical case due to Hrushovski. We end the exposition by
explaining a variant of Hrushovski’s construction of a strongly minimal set.
Model theory does not exist independently of set theory or other areas
of mathematics. Many proofs require a knowledge of certain principles of
infinite combinatorics which we were hesitant to assume as universally known.
Similarly, to study theories of fields we felt it necessary to explain a certain
amount of algebra. In the three appendices we try to give enough background
about set theory and algebra to be able to follow the exposition in the text.
Other books, some general introductions, others emphasising particular
aspects of the theory, that we recommend for further reading include those by
Pillay [44] and [42], by Marker [39], Buechler [12], Hodges [24], Poizat [45]
[46], Casanovas [14], Wagner [60] and of course Shelah [54]. We refer the
reader to these books also for their excellent accounts of the historical back-
ground on the material we present.
We would like to thank Manuel Bleichner, Juan-Diego Caycedo, Philipp
Doebler, Heinz-Dieter Ebbinghaus, Antongiulio Fornasiero, Nina Frohn, Za-
niarGhadernezhad, JohnGoodrick,GuntramHainke, ImmanuelHalupczok,
Franziska Jahnke, Leander Jehl, Itay Kaplan, Magnus Kollmann, Alexander
Kraut,MoritzMüller, AlexandraOmarAziz, AmadorMartin Pizarro, Sebas-
tian Rombach, Lars Scheele and Nina Schwarze for carefully reading earlier
versions of the manuscript and Bijan Afshordel for suggesting Exercises 1.1.2
and 5.4.1. We also thank Andreas Baudisch for trying out the book in a
seminar and Bernhard Herwig, who translated early parts of the lecture notes
from which parts of this book evolved.



Chapter 1

THE BASICS

1.1. Structures

In this sectionwe start at the very beginning, by introducing the prerequisites
for the objects of study. We deal with first-order logic and its structures. To
this end we first introduce the languages. These will be chosen in different
ways for the different mathematical structures that one wants to study.

Definition 1.1.1. A language L is a set of constants, function symbols and
relation symbols1.

Function symbols and relation symbols have an arity ≥ 1. One can think
of constants as 0-ary function symbols2. This allows us to omit the constant
symbol case in many proofs.
The language per se has no inherent meaning. However, the choice of
languagewill reflect the nature of the intendedobjects. Here are some standard
examples:

L∅ = ∅ The empty language.
LAbG = {0,+,−} The language of abelian groups.
LRing = LAbG ∪ {1, ·} The language of rings.
LGroup = {e, ◦,−1} The language of groups.
LOrder = {<} The language of orders.
LORing = LRing ∪ LOrder The language of ordered rings.
LNumbers = {0, S,+, ·, <} The language of the natural numbers.
LSet = {�} The language of set theory.

The symbols are
constants: 0, 1, e
unary function symbols: −, −1, S
binary function symbols: +, ·, ◦
binary relation symbols: <, �.

1We also use predicate for relation symbol.
2By an unfortunate convention 0-ary relation symbols are not considered.

1



2 1. The basics

The languages obtain theirmeaning onlywhen interpreted in an appropriate
structure:

Definition 1.1.2. Let L be a language. An L-structure is a pair A =(
A, (ZA)Z∈L

)
, where

A is a non-empty set, the domain or universe of A,
ZA ∈ A if Z is a constant,
ZA : An −→ A if Z is an n-ary function symbol, and
ZA ⊆ An if Z is an n-ary relation symbol.

We call ZA the A-interpretation of Z.

The requirement on A to be not empty is merely a (sometimes annoying)
convention. The cardinality of a structure is the cardinality of its universe. We
write |A| or |A| for the cardinality of A.

Definition 1.1.3. Let A andB be L-structures. A map h : A→ B is called
a homomorphism if for all a1, . . . , an ∈ A

h(cA) = cB

h(fA(a1, . . . , an)) = fB(h(a1), . . . , h(an))

RA(a1, . . . , an)⇒ RB(h(a1), . . . , h(an))

for all constants c, n-ary function symbols f and relation symbols R from L.
We denote this by

h : A → B.

If in addition h is injective and

RA(a1, . . . , an)⇔ RB(h(a1), . . . , h(an))

for all a1, . . . , an ∈ A, then h is called an (isomorphic) embedding. An
isomorphism is a surjective embedding. We denote isomorphisms by

h : A ∼→ B.

If there is an isomorphism between A and B, the two structures are called
isomorphic and we write

A ∼= B.

It is easy to see that being isomorphic is an equivalence relation between
structures and that bijections can be used to transfer the structures between
sets.

Definition 1.1.4. An automorphism of A is an isomorphism A
∼→ A. The

set of automorphisms Aut(A) forms a group under composition.



1.1. Structures 3

Definition 1.1.5. WecallA a substructureofB ifA ⊆ B and if the inclusion
map is an embedding from A toB. We denote this by

A ⊆ B.

We sayB is an extension of A if A is a substructure ofB.

Remark 1.1.6. IfB is an L-structure and A a non-empty subset of B , then
A is the universe of a (uniquely determined) substructure A if and only if A
contains all cB and A is closed under all operations fB. In particular, if
L does not contain any constants or function symbols, then any non-empty
subset of an L-structure is again an L-structure. Also, if h : A → B, then
h(A) is the universe of a substructure ofB.

It is also clear that for any family Ai of substructures ofB, the intersection
of the Ai is either empty or a substructure of B. Therefore, if S is any non-
empty subset ofB, then there exists a smallest substructure A = 〈S〉B which
contains S. We call A the substructure generated by S. If S is finite, then A is
said to be finitely generated.
If L contains a constant, then the intersection of all substructures of B is
not empty as it contains theB-interpretation of this constant. ThusB has a
smallest substructure 〈∅〉B. If L has no constants, we set 〈∅〉B = ∅
Lemma 1.1.7. If A is generated by S, then every homomorphism h : A → B
is determined by its values on S.
Proof. If h′ : A → B is another homomorphism, then C = {b | h(b) =

h′(b)} is either empty or a substructure. If h and h′ coincide on S, then S is
a subset of C , and therefore C = A. �
Lemma 1.1.8. Let h : A ∼→ A′ be an isomorphism and B an extension of

A. Then there exists an extension B′ of A′ and an isomorphism g : B ∼→ B′

extending h.
Proof. First extend the bijection h : A→ A′ to a bijection g : B → B ′ and
use g to define an L-structure on B ′. �

Definition 1.1.9. Let (I,≤) be a directed partial order. This means that for
all i, j ∈ I there exists a k ∈ I such that i ≤ k and j ≤ k. A family (Ai)i∈I
of L-structures is called directed if

i ≤ j ⇒ Ai ⊆ Aj .

If I is linearly ordered, we call (Ai)i∈I a chain. If, for example, a structure
A1 is isomorphic to a substructure A0 of itself,

h0 : A0
∼→ A1,

then Lemma 1.1.8 gives an extension

h1 : A1
∼→ A2.



4 1. The basics

Continuing in this way, we obtain a chain A0 ⊆ A1 ⊆ A2 ⊆ · · · and an
increasing sequence hi : Ai

∼→ Ai+1 of isomorphisms.

Lemma 1.1.10. Let (Ai)i∈I be a directed family of L-structures. Then A =⋃
i∈I Ai is the universe of a (uniquely determined ) L-structure

A =
⋃
i∈I

Ai ,

which is an extension of all Ai .

Proof. Let R be an n-ary relation symbol and a1, . . . , an ∈ A. As I is
directed, there exists k ∈ I such that all ai are in Ak . We define (and this is
the only possibility)

RA(a1, . . . , an)⇔ RAk (a1, . . . , an).

Constants and function symbols are treated similarly. �
A subset K of L is called a sublanguage. An L-structure becomes a K -

structure, the reduct, by simply forgetting the interpretations of the symbols
from L \K :

A � K =
(
A, (ZA)Z∈K

)
.

Conversely we call A an expansion of A � K . Here are some examples:
Let A be an L-structure.

a) Let R be an n-ary relation on A. We introduce a new relation symbol R
and we denote by

(A, R)

the expansion of A to an L∪{R}-structure in which R is interpreted byR.
b) For given elements a1, . . . , an we may introduce new constants a1, . . . , an
and consider the L ∪ {a1, . . . , an}-structure

(A, a1, . . . , an) .

c) Let B be a subset of A. By considering every element of B as a new
constant, we obtain the new language

L(B) = L ∪ B

and the L(B)-structure

AB = (A, b)b∈B .

Note that Aut(AB) is the group of automorphisms of A fixing B element-
wise. We denote this group by Aut(A/B).
Similarly, if C is a set of new constants, we write L(C ) for the language

L ∪ C .
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Many-sorted structures. Without much effort, the concepts introduced here
can be extended tomany-sorted languages and structures, which we shall need
to consider later on.
Let S be a set, which we call the set of sorts. An S-sorted language L is
given by a set of constants for each sort in S, and typed function and relation
symbols which carry the information about their arity and the sorts of their
domain and range. More precisely, for any tuple (s1, . . . , sn) and (s1, . . . , sn, t)
there is a set of relation symbols and function symbols, respectively. An
S-sorted structure is a pair A =

(
A, (ZA)Z∈L

)
, where

A is a family (As)s∈S of non-empty sets.
ZA ∈ As if Z is a constant of sort s ∈ S,
ZA :As1 × · · · × Asn−→At if Z is a function symbol of type (s1, . . . , sn, t),
ZA ⊆ As1 × · · · × Asn if Z is a relation symbol of type (s1, . . . , sn).

It should be clear how to define homomorphisms between many-sorted struc-
turesA andB: they are given by maps takingAs toBs for s ∈ S and behaving
as before with respect to constants, function and relation symbols.

Example. Consider the two-sorted language LPerm for permutation groups
with a sort x for the set and a sort g for the group. The constants and function
symbols for LPerm are those of LGroup restricted to the sort g and an additional
function symbol ϕ of type (x, g, x). Thus, an LPerm-structure (X,G) is given
by a set X and an LGroup-structure G together with a function X ×G −→ X .
Exercise 1.1.1 (Direct products). Let A1,A2 be L-structures. Define an L-
structure A1 × A2 with universe A1 × A2 such that the natural epimorphisms
�i : A1×A2 −→ Ai for i = 1, 2 satisfy the following universal property: given
any L-structure D and homomorphisms ϕi : D −→ Ai , i = 1, 2 there is a
unique homomorphism � : D −→ A1 × A2 such that �i ◦ � = ϕi , i = 1, 2,
i.e., this is the product in the category of L-structures with homomorphisms.

Exercise 1.1.2. Letf : A → Abe an embedding. Then there is an extension
A ⊆ B and an extension of f to an automorphism g of B. We can find B
as the union of the chain A ⊆ g−1(A) ⊆ g−2(A) ⊆ · · · . The pair (B, g) is
uniquely determined by that property.

1.2. Language

Starting from the inventory of the languages defined in Section 1.1 we
now describe the grammar which allows us to build well-formed terms and
formulas which will again be interpreted in the according structures.

Definition 1.2.1. An L-term is a word (sequence of symbols) built from
constants, the function symbols of L and the variables v0, v1, . . . according to
the following rules:
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1. Every variable vi and every constant c is an L-term.
2. Iff is an n-ary function symbol and t1, . . . , tn areL-terms, thenft1 . . . tn
is also an L-term.

The number of occurrences of function symbols in a term is called its
complexity. This will be used in induction arguments.
We often write f(t1, . . . , tn) instead of ft1 . . . tn for better readability and

use the usual conventions for some particular function symbols. For example

(x + y) · (z + w)
stands for

·+ xy + zw
and (x ◦ y)−1 for −1 ◦ xy.
Let A be an L-structure and �b = (b0, b1, . . . ) a sequence of elements which
we consider as assignments to the variables v0, v1, . . . . If we replace in t each
variable vi by ai , the term t determines an element tA[�b] of A in an obvious
way:

Definition 1.2.2. For an L-term t, an L-structure A and an assignment �b
we define the interpretation tA[�b] by

vAi [�b] = bi

cA[�b] = cA

ft1 . . . t
A
n [�b] = f

A(tA1 [�b], . . . , t
A
n [�b]).

This (recursive) definition is possible because every term has a unique decom-
position into its constituents: if ft1 . . . tn = ft′1 . . . t

′
n, then t1 = t

′
1, . . . , tn =

t′n. This as well as the following lemma are easy to prove using induction on
the complexity of the terms involved.

Lemma 1.2.3. The interpretation tA[�b] depends on bi only if vi occurs in t.
If the variables x1, . . . , xn are pairwise distinct3 and if no other variables
occur in t, we write

t = t(x1, . . . , xn).

According to the previous lemma, if �b is an assignment for the variables which
assigns ai to xi , we can define

tA[a1, . . . , an] = tA[�b].

If t1, . . . , tn are terms, we can substitute t1, . . . , tn for the variablesx1, . . . , xn.
The resulting term is denoted by

t(t1, . . . , tn).

3Remember that xi ∈ {v0, v1, . . . }.
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One easily proves:
Lemma 1.2.4 (Substitution Lemma).

t(t1, . . . , tn)A[�b] = tA
[
tA1 [�b], . . . , t

A
n [�b]

]
. �

If we expand A to the L(A)-structure AA, we get as a special case

t(a1, . . . , an)AA = tA[a1, . . . , an].

Lemma 1.2.5. Let h : A → B be a homomorphism and t(x1, . . . , xn) a term.
Then we have for all a1, . . . , an from A

tB[h(a1), . . . , h(an)] = h
(
tA[a1, . . . , an]

)
.

Proof. Induction on the complexity of t. �
Lemma 1.2.6. Let S be a subset of the L-structure A. Then

〈S〉A =
{
tA[s1, . . . , sn] | t(x1, . . . , xn) L-term, s1, . . . , sn ∈ S

}
.

Proof. We may assume that S is not empty or that L contains a con-
stant since otherwise both sides of the equation are empty. It follows from
Lemma 1.2.5 that the universe of a substructure is closed under interpreta-
tions of terms tA[−, . . . ,−]. Thus the right hand side is contained in 〈S〉A.
For the converse we have to show that the right hand side is closed under the
operations fA. The assertion now follows using Remark 1.1.6. �
A constant term is a termwithout variables. As a special case ofLemma1.2.6
we thus have

〈∅〉A =
{
tA | t constant L-term

}
.

The previous lemma implies:
Corollary 1.2.7. |〈S〉A| ≤ max(|S|, |L|,ℵ0).
Proof. There are at most max(|L|,ℵ0) many L-terms and for every term
t at most max(|S|,ℵ0) many assignments of elements of S to the variables
of t. �
We still need to define L-formulas. These are sequences of symbols which
are built from the symbols of L, the parentheses “(” and “)” as auxiliary
symbols and the following logical symbols:
variables v0, v1, . . .
equality symbol .=
negation symbol ¬
conjunction symbol ∧
existential quantifier ∃
Definition 1.2.8. L-formulas are
1. t1

.= t2 where t1, t2 are L-terms,
2. Rt1 . . . tn where R is an n-ary relation symbol from L and t1, . . . , tn

are L-terms,
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3. ¬� where � is an L-formula,
4. (�1 ∧ �2) where �1 and �2 are L-formulas,
5. ∃x � where � is an L-formula and x a variable.

Formulas of the form t1
.= t2 or Rt1 . . . tn are called atomic.

As with terms, we define the complexity of a formula as the number of
occurrences of ¬, ∃ and ∧. This allows us to do induction on (the complexity
of) formulas.
We use the following abbreviations:

(�1 ∨ �2) = ¬(¬�1 ∧ ¬�2)
(�1 → �2) = ¬(�1 ∧ ¬�2)
(�1 ↔ �2) = ((�1 → �2) ∧ (�2 → �1))

∀x � = ¬∃x¬�
for disjunction, implication, equivalence and universal quantifier.
Sometimes we write t1Rt2 forRt1t2, ∃x1 . . . xn for ∃x1 . . .∃xn and ∀x1 . . . xn

for ∀x1 . . .∀xn. To improve readability we might use superfluous parentheses.
On the other hand we might omit parentheses with an implicit understanding
of the binding strength of logical symbols: ¬, ∃, and ∀ bind more strongly
than ∧ which in turn binds more strongly than ∨. Finally→ and↔ have the
least binding strength. For example ¬�1 ∧ �2 → �3 is understood to mean
((¬�1 ∧ �2)→ �3).
Given an L-structure A and an L-formula ϕ(x1, . . . xn) it should now be
clear what it means for ϕ to hold for �b. Here is the formal definition.

Definition 1.2.9. Let A be an L-structure. For L-formulas ϕ and all as-
signments �b we define the relation

A |= ϕ[�b]
recursively over ϕ:

A |= t1 .= t2 [�b]⇔ tA1 [�b] = tA2 [�b]

A |= Rt1 . . . tn [�b]⇔ RA
(
tA1 [�b], . . . , t

A
n [�b]

)
A |= ¬� [�b]⇔ A �|= � [�b]

A |= (�1 ∧ �2) [�b]⇔ A |= �1 [�b] and A |= �2 [�b]

A |= ∃x� [�b]⇔ there exists a ∈ A such that A |= �
[
�b
a

x

]
.

Here we use the notation

�b
a

x
= (b0, . . . , bi−1, a, bi+1,...) if x = vi .

If A |= ϕ[�b] holds we say ϕ holds in A for �b or �b satisfies ϕ (in A).
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For this definition to work one has to check that every formula has a
unique decomposition4 into subformulas: if Rt1 . . . tn = Rt′1 . . . t

′
n, then t1 =

t′1, . . . , tn = t
′
n; and (�1 ∧ �2) = (�′

1 ∧ �′
2) implies �1 = �

′
1 and �2 = �

′
2.

It should be clear that our abbreviations have the intended meaning, e.g.,

A |= (�1 → �2)[�b] if and only if (A |= �1[�b] implies A |= �2[�b]).
Whether ϕ holds in A for �b depends only on the free variables of ϕ:

Definition 1.2.10. The variable x occurs freely in the formula ϕ if it occurs
at a place which is not within the scope of a quantifier ∃x. Otherwise its
occurrence is called bound. Here is the formal definition (recursive in ϕ):

x free in t1
.= t2 ⇔ x occurs in t1 or in t2.

x free in Rt1 . . . tn ⇔ x occurs in one of the ti .
x free in ¬�⇔ x free in �.

x free in (�1 ∧ �2)⇔ x free in �1 or x free in �2.
x free in ∃y �⇔ x �= y and x free in �.

For example the variable v0 does not occur freely in ∀v0(∃v1R(v0, v1) ∧
P(v1)); v1 occurs both freely and bound5.

Lemma 1.2.11. Suppose �b and �c agree on all variables which are free in ϕ.
Then

A |= ϕ[�b]⇔ A |= ϕ[�c].
Proof. By induction on the complexity of ϕ. �
If we write a formula in the form ϕ(x1, . . . , xn), we mean:
• the xi are pairwise distinct,
• all free variables in ϕ are among {x1, . . . , xn}.

If furthermore a1, . . . , an are elements of the structure A, we define

A |= ϕ[a1, . . . , an]
by A |= ϕ[�b], where �b is an assignment satisfying �b(xi) = ai . Because of
Lemma 1.2.11 this is well defined.
Thus ϕ(x1, . . . , xn) defines an n-ary relation

ϕ(A) = {a | A |= ϕ[a]}
on A, the realisation set of ϕ. Such realisation sets are called 0-definable
subsets of An, or 0-definable relations.
Let B be a subset of A. A B-definable subset of A is a set of the form ϕ(A)
for an L(B)-formula ϕ(x). We also say that ϕ (and ϕ(A)) are defined over

4It is precisely because of this uniqueness that we introduced brackets when defining formulas.
5However, we usually make sure that no variable occurs both freely and bound. This can be

done by renaming the free occurrence with an unused variable.
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B and that the set ϕ(A) is defined by ϕ. Often we don’t explicitly specify
a parameter set B and just talk about definable subsets. A 0-definable set
is definable over the empty set. We call two formulas equivalent if in every
structure they define the same set.

Definition 1.2.12. A formula ϕ without free variables is called a sentence.
We write A |= ϕ if A |= ϕ[�b] for some (all) �b.
In that case A is called a model of ϕ. We also say ϕ holds in A. If Σ is a set
of sentences, then A is a model of Σ if all sentences of Σ hold in A. We denote
this by

A |= Σ.

Let ϕ = ϕ(x1, . . . , xn) and let t1, . . . , tn be terms. The formula

ϕ(t1, . . . , tn)

is the formula obtained by first renaming all bound variables by variables
which do not occur in the ti and then replacing every free occurrence of xi by
ti .

Lemma 1.2.13 (Substitution lemma).

A |= ϕ(t1, . . . , tn)[�b] ⇐⇒ A |= ϕ
[
tA1 [�b], . . . , t

A
n [�b]

]
.

Proof. The proof is an easy induction on ϕ. �
Also note this (trivial) special case:

AA |= ϕ(a1, . . . , an) ⇐⇒ A |= ϕ[a1, . . . , an].

Henceforth we often suppress the assignment (and the subscript) and simply
write

A |= ϕ(a1, . . . , an).

Atomic formulas and their negations are called basic. Formulas without
quantifiers (or: quantifier-free formulas) are Boolean combinations of basic
formulas, i.e., they can be built from basic formulas by successively applying
¬ and ∧. The conjunction of formulas �i is denoted by

∧
i<m �i and

∨
i<m �i

denotes their disjunction. By convention
∧
i<1 �i =

∨
i<1 �i = �0. It is

convenient to allow the empty conjunction and the empty disjunction. For
that we introduce two new formulas: the formula�, which is always true, and
the formula ⊥, which is always false. We define∧

i<0

�i = �∨
i<0

�i =⊥



1.2. Language 11

A formula is in negation normal form if it is built from basic formulas using
∧,∨, ∃, ∀.
Lemma 1.2.14. Every formula can be transformed into an equivalent formula
which is in negation normal form.

Proof. Let∼ denote equivalence of formulas. We consider formulas which
are built using ∧,∨, ∃, ∀ and ¬ and move the negation symbols in front of
atomic formulas using

¬(ϕ ∧ �) ∼ (¬ϕ ∨ ¬�)
¬(ϕ ∨ �) ∼ (¬ϕ ∧ ¬�)

¬∃xϕ ∼ ∀x¬ϕ
¬∀xϕ ∼ ∃x¬ϕ
¬¬ϕ ∼ ϕ. �

Definition 1.2.15. A formula in negation normal form which does not
contain any existential quantifier is called universal. Formulas in negation
normal form without universal quantifiers are called existential.

Clearly an isomorphism h : A → B preserves the validity of every formula:

A |= ϕ[a1, . . . , an] ⇐⇒ B |= ϕ[h(a1), . . . , h(an)].

Embeddings preserve the validity of existential formulas:

Lemma 1.2.16. Let h : A → B be an embedding. Then for all existential
formulas ϕ(x1, . . . , xn) and all a1, . . . , an ∈ A we have

A |= ϕ[a1, . . . , an] =⇒ B |= ϕ[h(a1), . . . , h(an)].

For universal ϕ, the dual holds:

B |= ϕ[h(a1), . . . , h(an)] =⇒ A |= ϕ[a1, . . . , an].

Proof. By an easy induction on ϕ: for basic formulas the assertion follows
from the definition of an embedding and Lemma 1.2.5. The inductive step is
trivial for the cases ∧ and ∨. Let finally ϕ(x) be ∃y �(x, y). If A |= ϕ[a],
there exists an a ∈ A such that A |= �[a, a]. By induction we have B |=
�[h(a), h(a)]. ThusB |= ϕ[h(a)]. �
Let A be an L-structure. The atomic diagram of A is

Diag(A) =
{
ϕ basic L(A)-sentence

∣∣ AA |= ϕ
}
,

the set of all basic sentences with parameters from A which hold in A.

Lemma 1.2.17. The models of Diag(A) are precisely those structures(
B, h(a))a∈A for embeddings h : A → B.
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Proof. The structures
(
B, h(a))a∈A are models of the atomic diagram by

Lemma 1.2.16. For the converse note that a map h is an embedding if and
only if it preserves the validity of all formulas of the form

(¬)x1 .= x2
c
.= x1

f(x1, . . . , xn)
.= x0

(¬)R(x1, . . . , xn). �

Many-sorted languages. In a many-sorted language with sorts in S, terms
and formulas are built with respect to the sorts. For each sort s ∈ S we have
variables vs0 , v

s
1 , . . . from which we build the following terms of sort s .

Every variable vsi is an L-term of sort s .
Every constant c of sort s is an L-term of sort s .
If f is a function symbol of type (s1, . . . , sn, s) and ti is an L-term of sort
si for i = 1, . . . , n, then ft1 . . . tn is an L-term of sort s .
We construct L-formulas as before with the following adjustments:
t1
.= t2 where t1, t2 are L-terms of the same sort,

Rt1 . . . tn whereR is a relation symbol from L of type (s1, . . . , sn) and
ti is an L-term of sort si ,

∃x � where � is an L-formula and x a variable (of some sort s).
It should be clear how to extend the definitions of this section to the many-
sorted situation and that the results presented here continue to hold without
change. In what follows we will not deal separately with many-sorted lan-
guages until we meet them again in Section 8.4.

Exercise 1.2.1. Let L be a language and P be a new n-ary relation symbol.
Let ϕ = ϕ(P) be an L(P) = L ∪ {P}-sentence and �(x1, . . . , xn) an L-
formula. Now replace every occurrence of P in ϕ by �. More precisely, every
subformula of the form Pt1 . . . tn is replaced by �(t1 . . . tn). We denote the
resulting L-formula by ϕ(�). Show that

A |= ϕ(�) if and only if (A, �(A)) |= ϕ(P).

Exercise 1.2.2. Every quantifier-free formula is equivalent to a formula of
the form ∧

i<m

∨
j<mi

�ij

and to a formula of the form ∨
i<m

∧
j<mi

�ij

where the �ij are basic formulas. The first form is called the conjunctive normal
form; the second, the disjunctive normal form.
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Exercise 1.2.3. Every formula is equivalent to a formula in prenex normal
form:

Q1x1 . . . Qnxnϕ.

The Qi are quantifiers (∃ or ∀) and ϕ is quantifier-free.
Exercise 1.2.4 (Ultraproducts and Łos’s Theorem). A filter on a set I is a

non-empty set F ⊆ P(I ) which does not contain the empty set and is closed
under intersections and supersets, i.e., for A,B ∈ F , we have A ∩ B ∈ F and
if A ∈ F and A ⊆ C ⊆ I we have C ∈ F . A filter F is called an ultrafilter if
for every A ∈ P we have A ∈ F or I \ A ∈ F . (By Zorn’s Lemma, any filter
can be extended to an ultrafilter.)
For a family (Ai | i ∈ I ) of L-structures and F an ultrafilter on I we define

the ultraproduct Πi∈IAi /F as follows. On the Cartesian product Πi∈IAi , the
ultrafilter F defines an equivalence relation ∼F by

(ai)i∈I ∼F (bi)i∈I ⇔ {i ∈ I | ai = bi} ∈ F .
On the set of equivalence classes (ai)F we define an L-structure Πi∈IAi /F .
• For constants c ∈ L, put cΠFAi = (cAi )F .
• For n-ary function symbols f ∈ L put

fΠFAi ((a1i )F , . . . , (a
n
i )F )) = (f

Ai (a1i , . . . , a
n
i ))F .

• For n-ary relation symbols R ∈ L put
RΠFAi ((a1i )F , . . . , (a

n
i )F ))⇔ {i ∈ I | RAi (a1i , . . . , a

n
i )} ∈ F .

1. Show that the ultraproduct Πi∈IAi /F is well-defined.
2. Prove Łos’s Theorem: for any L-formula ϕ we have

Πi∈IAi /F |= ϕ((a1i )F , . . . , (ani )F )⇔ {i ∈ I | Ai |= ϕ(a1i , . . . , ani )} ∈ F .

1.3. Theories

Having defined a language, we can now take a closer look at which formulas
hold in a given structure. Conversely, we can start with a set of sentences and
consider those structures in which they hold. In this way, these sentences serve
as a set of axioms for a theory.

Definition 1.3.1. An L-theory T is a set of L-sentences.

A theory which has a model is a consistent theory. More generally, we call a
set Σ of L-formulas consistent if there is an L-structure A and an assignment
�b such that A |= ϕ[�b] for all ϕ ∈ Σ. We say that Σ is consistent with T if T ∪ Σ
is consistent.
Lemma 1.3.2. Let T be an L-theory and L′ be an extension of L. Then T is
consistent as an L-theory if and only if T is consistent as a L′-theory.
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Proof. This follows from the (trivial) fact, that every L-structure is ex-
pandable to an L′-structure. �

Example. To keep algebraic expressions readable we will write 0 and 1 for
the symbols 0 and 1 in the following examples. We will omit the dot for the
multiplication and brackets if they are implied by the order of operations rule.

AbG, the theory of abelian groups, has the axioms:
• ∀x, y, z (x + y) + z .= x + (y + z)
• ∀x 0 + x .= x
• ∀x (−x) + x .= 0
• ∀x, y x + y .= y + x .

Ring, the theory of commutative rings:
• AbG
• ∀x, y, z (xy)z .= x(yz)
• ∀x 1x .= x
• ∀x, y xy .= yx
• ∀x, y, z x(y + z) .= xy + xz .

Field, the theory of fields:
• Ring
• ¬0 .= 1
• ∀x (¬x .= 0→ ∃y xy .= 1) .

Definition 1.3.3. If a sentence ϕ holds in all models of T , we say that ϕ
follows from T (or that T proves ϕ) and write6

T � ϕ.

By Lemma 1.3.2 this relation is independent of the language. Sentences ϕ
which follow from the empty theory ∅ are called valid. We denote this by � ϕ.
The most important properties of � are:
Lemma 1.3.4. 1. If T � ϕ and T � (ϕ → �), then T � �.
2. If T � ϕ(c1, . . . , cn) and the constants c1, . . . , cn occur neither in T nor in
ϕ(x1, . . . , xn), then T � ∀x1 . . . xnϕ(x1, . . . , xn).

Proof. We prove 2. Let L′ = L \ {c1, . . . , cn}. If the L′-structure A is
a model of T and a1, . . . , an are arbitrary elements, then (A, a1, . . . , an) |=
ϕ(c1, . . . , cn). That means A |= ∀x1 . . . xnϕ(x1, . . . , xn). Thus T � ∀x1 . . . xn
ϕ(x1, . . . , xn). �
We generalise this relation to theories S: we write T � S if all models of T
are models of S. S and T are called equivalent, S ≡ T , if S and T have the
same models.

6Note that sometimes this relation is denoted by T |= ϕ to distinguish this notion from the
more syntactic notion of logical inference, see [57, section 2.6].
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Definition 1.3.5. A consistent L-theory T is called complete if for all L-
sentences ϕ

T � ϕ or T � ¬ϕ.

This notion clearly depends on L. If T is complete and L′ is an extension
of L, then T will in general not be complete as an L′-theory.

Definition 1.3.6. For a complete theory T we define

|T | = max(|L|,ℵ0) :

|T | is exactly the number of L–formulas. This will be explained in the proof
of Corollary 2.1.3.
The typical (and, as we will see below, only) example of a complete theory
is the theory of a structure A

Th(A) = {ϕ | A |= ϕ}.

Lemma 1.3.7. A consistent theory is complete if and only if it is maximal
consistent, i.e., if it is equivalent to every consistent extension.

Proof. We call ϕ independent from T if neither ϕ nor ¬ϕ follows from
T . So ϕ is independent from T exactly when T ∪ {ϕ} is a proper (i.e.,
not equivalent) consistent extension of T . From this the lemma follows
directly. �

Definition 1.3.8. Two L-structures A andB are called elementary equiva-
lent,

A ≡ B,

if they have the same theory; that is, if for all L-sentences ϕ

A |= ϕ ⇐⇒B |= ϕ.

Isomorphic structures are always elementarily equivalent. The converse
holds only for finite structures, see Exercise 1.3.3 and Theorem 2.3.1.

Lemma 1.3.9. LetT be a consistent theory. Then the following are equivalent:

a) T is complete.
b) All models of T are elementarily equivalent.
c) There exists a structure A with T ≡ Th(A).
Proof. a)⇒ c): Let A be a model of T . If ϕ holds in A, then T �� ¬ϕ and
thus T � ϕ. So T ≡ Th(A) holds.
c)⇒ b): IfB |= T , thenB |= Th(A) and thereforeB ≡ A. Note that ≡ is
an equivalence relation.
b)⇒ a): Let A be a model of T . If ϕ holds in A, then ϕ holds in all models
of T , i.e., T � ϕ. Otherwise, ¬ϕ holds in A and we have T � ¬ϕ. �
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From now on, when we fix a complete theory it is generally assumed to have
an infinite model. In many cases, the results will still be true for the complete
theory of a finite model, often for trivial reasons since in this case the model
is unique up to isomorphism (see Exercise 1.3.3).
A class of L-structures forms an elementary class if it is the class of models
of some L-theory T . By the previous examples, the class of all abelian
groups (commutative rings, fields, respectively) is an elementary class as is
the subclass of elementary abelian p-groups for some prime p. However,
the class of all finite abelian p-groups does not form an elementary class
since by Łos’s Theorem elementary classes are closed under ultraproducts (see
Exercises 1.3.4, 2.1.2 and 1.2.4).

Exercise 1.3.1. Write down the axioms for the theory DLO of dense linear
orders without endpoint in the language LOrder of orders and the axioms for
the theory ACF of algebraically closed fields in LRing. Is ACF complete?

Exercise 1.3.2. 1. For a prime number p, let Zp∞ denote the p-Prüfer
group, i.e., the group of all pk-th roots of unity for all k ∈ N. Show that
the groups Zmp∞ and Z

n
p∞ are not elementarily equivalent for m �= n.

2. Show that Zn �≡ Zm in the language of groups if n �= m.

Exercise 1.3.3. Show that if A is a finite L-structure andB is elementarily
equivalent to A, then they are isomorphic. (Show this first for finite L.)

Exercise 1.3.4. Use ultraproducts to show that the class of all finite groups
(all torsion groups, all nilpotent groups, respectively) does not form an ele-
mentary class.

Exercise 1.3.5. Two structures A andB are partially isomorphic if there is
a non-empty set I of isomorphisms between substructures of A and B with
the back-and-forth property:
1. For every f ∈ I and a ∈ A there is an extension of f in I with a in its
domain.

2. For every f ∈ I and b ∈ B there is an extension of f in I with b in its
image.

Show that partially isomorphic structures are elementarily equivalent.



Chapter 2

ELEMENTARY EXTENSIONS AND COMPACTNESS

2.1. Elementary substructures

As in other fields of mathematics, we need to compare structures and con-
sider maps from one structure to another. For this to make sense we consider
a fixed language L. Maps and extensions are then required to respect this
language.
Let A andB be two L-structures. A map h : A→ B is called elementary if
it preserves the validity of arbitrary formulas ϕ(x1, . . . , xn)1. More precisely,
for all a1, . . . , an ∈ A we have:

A |= ϕ[a1, . . . , an]⇐⇒ B |= ϕ[h(a1), . . . , h(an)].

In particular, h preserves quantifier-free formulas and is therefore an embed-
ding. Hence h is also called elementary embedding. We write

h : A ≺−→ B.

The following lemma is clear.

Lemma 2.1.1. The models of Th(AA) are exactly the structures of the form(
B, h(a))a∈A for elementary embeddings h : A

≺−→ B. �
We call Th(AA) the elementary diagram of A.
A substructureAofB is called elementary if the inclusionmap is elementary,
i.e., if

A |= ϕ[a1, . . . , an]⇐⇒ B |= ϕ[a1, . . . , an]

for all a1, . . . , an ∈ A. In this case we write

A ≺ B

andB is called an elementary extension of A.

1This only means that formulas which hold in A also hold in B. But taking negations, the
converse follows.

17
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Theorem 2.1.2 (Tarski’s Test). Let B be an L-structure and A a subset of
B . Then A is the universe of an elementary substructure if and only if every
L(A)-formula ϕ(x) which is satisfiable inB can be satisfied by an element ofA.

Proof. If A ≺ B and B |= ∃xϕ(x), we also have A |= ∃xϕ(x) and there
exists a ∈ A such that A |= ϕ(a). ThusB |= ϕ(a).
Conversely, suppose that the condition of Tarski’s test is satisfied. First we
show that A is the universe of a substructure A. The L(A)-formula x .= x
is satisfiable in B, so A is not empty. If f ∈ L is an n-ary function symbol
(n ≥ 0) and a1, . . . , an is from A, we consider the formula

ϕ(x) = f(a1, . . . , an)
.= x.

Since ϕ(x) is always satisfied by an element of A, it follows that A is closed
under fB.
Now we show, by induction on �, that

A |= � ⇐⇒ B |= �
for all L(A)-sentences �. This is clear for atomic sentences. The induction
steps for � = ¬ϕ and � = (ϕ1 ∧ ϕ2) are trivial.
It remains to consider the case � = ∃xϕ(x). If � holds in A, there exists
a ∈ A such that A |= ϕ(a). The induction hypothesis yieldsB |= ϕ(a), thus
B |= �. For the converse suppose � holds in B. Then ϕ(x) is satisfiable
in B and by Tarski’s test we find a ∈ A such that B |= ϕ(a). By induction
A |= ϕ(a) and A |= � holds. �
We use Tarski’s Test to construct small elementary substructures.

Corollary 2.1.3. Suppose S is a subset of the L-structure B. Then B has
an elementary substructure A containing S and of cardinality at most

max(|S|, |L|,ℵ0).
Proof. We construct A as the union of an ascending sequence S0 ⊆ S1 ⊆

· · · of subsets of B . We start with S0 = S. If Si is already defined, we choose
an element aϕ ∈ B for every L(Si)-formula ϕ(x) which is satisfiable inB and
define Si+1 to be Si together with these aϕ . It is clear that A is the universe of
an elementary substructure. It remains to prove the bound on the cardinality
of A.
AnL-formula is a finite sequence of symbols fromL, auxiliary symbols and
logical symbols. These are |L|+ ℵ0 = max(|L|,ℵ0) many symbols and there-
fore there are exactly max(|L|,ℵ0) many L-formulas (see Corollary A.3.4).
Let κ = max(|S|, |L|,ℵ0). There are κ many L(S)-formulas: therefore

|S1| ≤ κ. Inductively it follows for every i that |Si | ≤ κ. Finally we have |A| ≤
κ · ℵ0 = κ. �
Adirected family (Ai)i∈I of structures is elementary ifAi ≺ Aj for all i ≤ j.
The following lemma is mainly applied to elementary chains, hence its name.
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Theorem 2.1.4 (Tarski’s Chain Lemma). The union of an elementary di-
rected family is an elementary extension of all its members.
Proof. Let A =

⋃
i∈I (Ai)i∈I . We prove by induction on ϕ(x) that for all

i and a ∈ Ai

Ai |= ϕ(a)⇐⇒ A |= ϕ(a).
If ϕ is atomic, nothing is to be proved. If ϕ is a negation or a conjunction,
the claim follows directly from the induction hypothesis.
If ϕ(x) = ∃y�(x, y), then ϕ(a) holds in A exactly if there exists b ∈ A

with A |= �(a, b). As the family is directed, there always exists a j ≥ i with
b ∈ Aj . By the induction hypothesis we haveA |= �(a, b)⇐⇒ Aj |= �(a, b).
Thus ϕ(a) holds in A exactly if it holds in an Aj (j ≥ i). Now the claim
follows from Ai ≺ Aj . �

Exercise 2.1.1. Let A be an L-structure and (Ai)i∈I a chain of elementary
substructures of A. Show that

⋃
i∈I Ai is an elementary substructure of A.

Exercise 2.1.2. Consider a class C of L-structures. Prove:
1. Let Th(C) = {ϕ | A |= ϕ for all A ∈ C} be the theory of C. Then M
is a model of Th(C) if and only if M is elementarily equivalent to an
ultraproduct of elements of C.

2. Show that C is an elementary class if and only if C is closed under
ultraproducts and elementary equivalence.

3. Assume that C is a class of finite structures containing only finitely many
structures of size n for each n ∈ �. Then the infinite models of Th(C)
are exactly the models of

Tha(C) = {ϕ | A |= ϕ for all but finitely many A ∈ C}.

2.2. The Compactness Theorem

In this section we prove the Compactness Theorem, one of the fundamental
results in first-order logic. It states that a first-order theory has a model if
every finite part of it does. Its name is motivated by the results in Section 4.2
which associate to each theory a certain compact topological space.
We call a theory T finitely satisfiable if every finite subset of T is consistent.
Theorem 2.2.1 (Compactness Theorem). Finitely satisfiable theories are
consistent.
Let L be a language and C a set of new constants. An L(C )-theory T ′

is called a Henkin theory if for every L(C )-formula ϕ(x) there is a constant
c ∈ C such that

∃xϕ(x)→ ϕ(c) ∈ T ′.
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The elements of C are called Henkin constants of T ′.
Let us call an L-theory T finitely complete if it is finitely satisfiable and if

every L-sentence ϕ satisfies ϕ ∈ T or ¬ϕ ∈ T . This terminology is only
preliminary (and not standard): by the Compactness Theorem a theory is
equivalent to a finitely complete one if and only if it is complete.
The Compactness Theorem follows from the following two lemmas.

Lemma 2.2.2. Every finitely satisfiable L-theory T can be extended to a
finitely complete Henkin theory T ∗.
Note that conversely the lemma follows directly from the Compactness
Theorem. Choose a model A of T . Then Th(AA) is a finitely complete
Henkin theory with A as a set of Henkin constants.

Proof. We define an increasing sequence ∅ = C0 ⊆ C1 ⊆ · · · of new
constants by assigning to every L(Ci)-formula ϕ(x) a constant cϕ(x) and

Ci+1 =
{
cϕ(x)

∣∣ ϕ(x) L(Ci)-formula}.
Let C be the union of the Ci and TH the set of all Henkin axioms

∃xϕ(x)→ ϕ(cϕ(x))

for L(C )-formulas ϕ(x). It is easy to see that one can expand every L-
structure to a model of TH . Hence T ∪ TH is a finitely satisfiable Henkin
theory. Using the fact that the union of a chain of finitely satisfiable theories is
also finitely satisfiable, we can apply Zorn’s Lemma and get a maximal finitely
satisfiable L(C )-theory T ∗ which contains T ∪ TH . As in Lemma 1.3.7 we
show that T ∗ is finitely complete: if neither ϕ nor ¬ϕ belongs to T ∗, neither
T ∗ ∪ {ϕ} nor T ∗ ∪ {¬ϕ} would be finitely satisfiable. Hence there would be
a finite subset Δ of T ∗ which would be consistent neither with ϕ nor with ¬ϕ.
Then Δ itself would be inconsistent and T ∗ would not be finitely satisfiable.
This proves the lemma. �
Lemma 2.2.3. Every finitely complete Henkin theory T ∗ has a model A

(unique up to isomorphism) consisting of constants; i.e.,

(A, ac)c∈C |= T ∗

with A = {ac | c ∈ C}.
Proof. Let us first note that since T ∗ is finitely complete, every sentence
which follows from a finite subset ofT ∗ belongs toT ∗. Otherwise the negation
of that sentence would belong to T ∗, but would also be inconsistent together
with a finite part of T ∗.
We define for c, d ∈ C

c � d ⇐⇒ c .= d ∈ T ∗.

As c .= c is valid, and d .= c follows from c .= d , and c .= e follows from
c
.= d and d .= e, we have that � is an equivalence relation. We denote the
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equivalence class of c by ac and set

A = {ac | c ∈ C}.
We expand A to an L-structure A by defining

RA(ac1 , . . . , acn )⇐⇒ R(c1, . . . , cn) ∈ T ∗ (2.1)

fA(ac1 , . . . , acn ) = ac0 ⇐⇒ f(c1, . . . , cn) .= c0 ∈ T ∗ (2.2)

for relation symbols R and function symbols f (n ≥ 0-ary) from L.
We have to show that this is well-defined. For (2.1) we have to show that

ac1 = ad1 , . . . , acn = adn , R(c1, . . . , cn) ∈ T ∗

implies R(d1, . . . , dn) ∈ T ∗. But clearly R(d1, . . . , dn) holds in any structure
satisfying

c1
.= d1, . . . , cn

.= dn, R(c1, . . . , cn).

Similarly for (2.2) we first notice that ac0 = ad0 follows from

ac1 = ad1 , . . . , acn = adn , f(c1, . . . , cn)
.= c0 ∈ T ∗, f(d1, . . . , dn)

.= d0 ∈ T ∗.

For (2.2) we also have to show that for all c1, . . . , cn there exists c0 with
f(c1, . . . , cn)

.= c0 ∈ T ∗. As T ∗ is a Henkin theory, there exists c0 with

∃xf(c1, . . . , cn) .= x → f(c1, . . . , cn) .= c0 ∈ T ∗.

Now the valid sentence ∃xf(c1, . . . , cn) .= x belongs toT ∗, sof(c1, . . . , cn)
.=

c0 belongs to T ∗. This shows that everything is well defined.
Let A∗ be the L(C )-structure (A, ac)c∈C . We show by induction on the
complexity of ϕ that for every L(C )-sentence ϕ

A∗ |= ϕ ⇐⇒ ϕ ∈ T ∗.

There are four cases:

a) ϕ is atomic. Ifϕ has the form c .= d orR(c1, . . . , cn), the statement follows
from the construction of A∗. Other atomic sentences contain function
symbols f or constants (which we consider in this proof as 0-ary function
symbols) from L. We inductively reduce the number of such occurrences
and apply the previous case. Suppose ϕ contains a function symbol from
L. Then ϕ can be written as

ϕ = �(f(c1, . . . , cn))

for a function symbol f ∈ L and an L(C )-formula �(x). Choose c0
satisfying f(c1, . . . , cn)

.= c0 ∈ T ∗. By construction f(c1, . . . , cn)
.= c0

holds inA∗. ThusA∗ |= ϕ ⇐⇒ A∗ |= �(c0) andϕ ∈ T ∗ ⇐⇒ �(c0) ∈ T ∗.
From the induction hypothesis on the number of occurrences we have
A∗ |= �(c0)⇐⇒ �(c0) ∈ T ∗. This suffices.
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b) ϕ = ¬�. As T ∗ is finitely complete, ϕ ∈ T ∗ ⇐⇒ � �∈ T ∗ holds and by
the induction hypothesis we have

A∗ |= ϕ ⇐⇒ A∗ �|= � ⇐⇒ � �∈ T ∗ ⇐⇒ ϕ ∈ T ∗.

c) ϕ = (�1 ∧ �2). As T ∗ contains all sentences which follow from a finite
subset of T ∗, ϕ belongs to T ∗ if and only if �1 and �2 belong to T ∗. Thus

A∗ |= ϕ ⇐⇒ A∗ |= �i (i = 1, 2)⇐⇒ �i ∈ T ∗ (i = 1, 2)⇐⇒ ϕ ∈ T ∗.

d) ϕ = ∃x�(x). We have

A∗ |= ϕ ⇔ A∗ |= �(c) for some c ∈ C ⇔
�(c) ∈ T ∗ for some c ∈ C ⇔ ϕ ∈ T ∗.

The second equivalence is the induction hypothesis and for the third we
argue as follows: if ϕ ∈ T ∗, we choose c satisfying ϕ → �(c) ∈ T ∗. As
ϕ ∈ T ∗ we also have �(c) ∈ T ∗. �
Corollary 2.2.4. We have T � ϕ if and only if Δ � ϕ for a finite subset Δ
of T .
Proof. The formulaϕ follows fromT if andonly ifT∪{¬ϕ} is inconsistent.

�
Corollary 2.2.5. A set of formulas Σ(x1, . . . , xn) is consistent with T if and

only if every finite subset of Σ is consistent with T .
Proof. Introduce new constants c1, . . . , cn. Then Σ is consistent with T
if and only if T ∪ Σ(c1, . . . , cn) is consistent. Now apply the Compactness
Theorem. �
Definition 2.2.6. LetA be anL-structure and B ⊆ A. Then a ∈ A realises
a set of L(B)-formulas Σ(x) (containing at most the free variable x), if a
satisfies all formulas from Σ(x). We write

A |= Σ(a).
We call Σ(x) finitely satisfiable in A if every finite subset of Σ is realised in A.

Lemma 2.2.7. The set Σ(x) is finitely satisfiable in A if and only if there is an
elementary extension of A in which Σ(x) is realised.
Proof. By Lemma 2.1.1, Σ is realised in an elementary extension of A if

and only if Σ is consistent with Th(AA). So the lemma follows from the easy
observation that a finite set ofL(A)-formulas is consistent with Th(AA) if and
only if it is realised in A. �
Definition 2.2.8. Let A be an L-structure and B a subset of A. A set p(x)

of L(B)-formulas is a type over B if p(x) is maximal finitely satisfiable in A.
We call B the domain of p. Let

S(B) = SA(B)

denote the set of types over B .
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Every element a of A determines a type

tp(a/B) = tpA(a/B) = {ϕ(x) | A |= ϕ(a), ϕ an L(B)-formula}.
So an element a realises the type p ∈ S(B) exactly if p = tp(a/B). Note that
if A′ is an elementary extension of A, then

SA(B) = SA
′
(B) and tpA

′
(a/B) = tpA(a/B).

We will use the notation tp(a) for tp(a/∅).
Similarly, maximal finitely satisfiable sets of formulas in x1, . . . , xn are called

n-types and

Sn(B) = SAn (B)

denotes the set of n-types overB . For an n-tuple a fromA, there is an obvious
definition of tpA(a/B) ∈ SAn (B). Very much in the same way, we can define
the type tp(C/B) of an arbitrary setC over B . This will be convenient in later
chapters. In order to do this properly we allow free variables xc indexed by
c ∈ C and define
tp(C/B) = {ϕ(xc1 , . . . , xcn ) | A |= ϕ(c1, . . . , cn), ϕ an L(B)-formula}.

Many theorems which we will formulate for 1-types will hold, with the same
proofs, for n-types and often for types with infinitely many variables.
Corollary 2.2.9. Every structure A has an elementary extensionB in which
all types over A are realised.
Proof. We choose for every p ∈ S(A) a new constant cp. We have to find

a model of

Th(AA) ∪
⋃
p∈S(A)

p(cp).

It is easy to see that this theory is finitely satisfiable using that every p is finitely
satisfiable in A. The Compactness Theorem now shows that the model exists.
We give a second proof which only uses Lemma 2.2.7. Let (pα)α<
 be an

enumeration of S(A), where 
 is an ordinal number (see Section A.2). Using
Theorem A.2.2, we construct an elementary chain

A = A0 ≺ A1 ≺ · · · ≺ A� ≺ · · · (� ≤ 
)
such that each pα is realised in Aα+1.
Let us suppose that the elementary chain (Aα′)α′<� is already constructed.

If � is a limit ordinal, we let A� =
⋃
α<� Aα .

2 The longer chain (Aα′)α′≤� is
elementary because of Lemma 2.1.4. If � = α+1 we first note that pα is also
finitely satisfiable in Aα . Therefore we can realise pα in a suitable elementary
extension A� � Aα . ThenB = A
 is the model we were looking for. �

2We call a chain (Aα) indexed by ordinal numbers continuous if A� =
⋃
α<� Aα for all limit

ordinals � .
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Exercise 2.2.1. Prove the Compactness Theorem using ultraproducts (see
Exercise 1.2.4).

Exercise 2.2.2. A class C of L-structure is finitely axiomatisable if it is the
class of models of a finite theory. Show that C is finitely axiomatisable if and
only if both C and its complement form an elementary class.

Exercise 2.2.3. Show that the class of connected graphs is not an elemen-
tary class. A graph (V,R) is a set V with a symmetric, irreflexive binary
relation. It is connected if for any x, y ∈ V there is a sequence of elements
x0 = x, . . . , xk = y such that (xi−1, xi) ∈ R for i = 1, . . . , n.

Exercise 2.2.4. LetA = (R, 0, <, fA), wheref is a unary function symbol.
Call an elementx ∈ A∗ � A infinitesimal if− 1n < x <

1
n for all positive natural

numbers n. Show that if fA(0) = 0, then fA is continuous in 0 if and only if
for any elementary extensionA∗ ofA themapfA∗

takes infinitesimal elements
to infinitesimal elements.

Exercise 2.2.5. Let T be an LRing-theory containing Field. Show that:
1. If T has models of arbitrary large characteristic, then it has a model of
characteristic 0.

2. The theory of fields of characteristic 0 is not finitely axiomatisable.

2.3. The Löwenheim–Skolem Theorem

One of the consequences of the Compactness Theorem is the fact that a
first-order theory cannot pin down the size of an infinite structure. This is the
content of the following theorem.
Theorem 2.3.1 (Löwenheim–Skolem). LetB be an L-structure, S a subset
of B and κ an infinite cardinal.
1. If

max(|S|, |L|) ≤ κ ≤ |B|,
thenB has an elementary substructure of cardinality κ containing S.

2. IfB is infinite and

max(|B|, |L|) ≤ κ,
thenB has an elementary extension of cardinality κ.

Proof. 1: Choose a set S ⊆ S ′ ⊆ B of cardinality κ and apply Corol-
lary 2.1.3.
2: We first construct an elementary extension B′ of cardinality at least κ.
Choose a set C of new constants of cardinality κ. AsB is infinite, the theory

Th(BB) ∪ {¬ c .= d | c, d ∈ C, c �= d}
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is finitely satisfiable (even inB: just interpret the finitely many new constants
in a finite subset by elements of B). By Lemma 2.1.1, any model (B′

B, bc)c∈C
is an elementary extension ofB with κ many different elements (bc).
Finally we apply the first part of the theorem toB′ and S = B . �
Note that in Theorem 2.3.1(1) the assumptionκ ≥ max(|S|, |L|) is certainly
necessary in general.

Corollary 2.3.2. A theory which has an infinite model has a model in every
cardinality κ ≥ max(|L|,ℵ0). �
Thus, no theorywith an infinitemodel can describe thismodel up to isomor-
phism. So the best we can hope for is a unique model for a given cardinality.

Definition 2.3.3 (preliminary, see 2.3.5). Let κ be an infinite cardinal. A
theory T is called κ-categorical if all models of T of cardinality κ are isomor-
phic.

Theorem 2.3.4 (Vaught’s Test). A κ-categorical theory T is complete if the
following conditions are satisfied:
a) T is consistent,
b) T has no finite model,
c) |L| ≤ κ.
Proof. We have to show that all models A and B of T are elementarily
equivalent. As A and B are infinite, Th(A) and Th(B) have models A′ and
B′ of cardinality κ. By assumption A′ andB′ are isomorphic, and it follows
that

A ≡ A′ ≡ B′ ≡ B. �

Examples. 1. (Theorem of Cantor, see Exercise 1.3.1) The theory DLO
of dense linear orderswithout endpoints isℵ0-categorical andbyVaught’s
test complete. To see this let A and B be countable dense linear orders
without endpoints, and let A = {ai | i ∈ �}, B = {bi | i ∈ �}. We
inductively define sequences (ci)i<�, (di)i<� exhaustingA andB , respec-
tively, and such that the assignment ci  → di is the required isomorphism.
Assume that (ci)i<m, (di)i<m have been defined so that ci  → di , i < m
is an order isomorphism. If m = 2k, let cm = aj where aj is the el-
ement with minimal index in {ai | i ∈ �} not occurring in (ci)i<m.
SinceB is a dense linear order without endpoints, there is some element
dm ∈ {bi | i ∈ �} such that (ci)i≤m and (di)i≤m are order isomorphic.
If m = 2k + 1 we interchange the roles of A andB.

2. For any prime p or p = 0, the theory ACFp of algebraically closed
fields of characteristic p is κ-categorical for any κ > ℵ0. Any two
algebraically closed fields of the same characteristic and of cardinality
κ > ℵ0 have transcendence bases (over the algebraic closure of the prime
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field) of cardinalityκ, seeCorollaryA.3.4 and SectionC.1. Any bijection
between these transcendence bases induces an isomorphism of the fields.
It follows that ACFp is complete.

Considering Theorem 2.3.4 we strengthen our definition.

Definition 2.3.5. Let κ be an infinite cardinal. A theory T is called κ-
categorical if it is complete, |T | ≤ κ and, up to isomorphism, has exactly one
model of cardinality κ.

Exercise 2.3.1. 1. Two functions f, g : N → N are almost disjoint if
f(n) �= g(n) for almost all n. Show that there are 2ℵ0 -many almost
disjoint functions from N to N. (Hint: For every real r choose a sequence of
rational numbers which converges to r.)

2. Let F be the set of all functions N → N. Show that (N, <, f)f∈F has no
countable proper elementary extension.

3. LetQ be the ordered field of rational numbers. For every real r introduce
two predicates Pr , Rr for {q ∈ Q | q < r} and {q ∈ Q | r ≤ q}. Show
that (Q, Pr, Qr)r∈Rϕ has no countable proper elementary extension.

Exercise 2.3.2. 1. The theory of K -vector spaces Mod(K) (see p. 38) is
κ-categorical for κ > |K |.

2. Is ACFp ℵ0-categorical?

Exercise 2.3.3. Show that an ∀∃-sentence, which holds in all finite fields, is
true in all algebraically closed fields.



Chapter 3

QUANTIFIER ELIMINATION

3.1. Preservation theorems

In general, it can be difficult to tell which sentences belong to a given theory
or which extensions are consistent. Therefore it is helpful to know that in
certain theories one can restrict attention to sentences of a certain class, e.g.,
quantifier-free or, say, existential formulas. We consider a fixed language L
and first prove some separation results.

Lemma 3.1.1 (Separation Lemma). Let T1 and T2 be two theories. Assume
H is a set of sentences which is closed under ∧ and ∨ and contains� and⊥ (true
and false). Then the following are equivalent:
a) There is a sentence ϕ ∈ H which separates T1 from T2. This means

T1 � ϕ and T2 � ¬ϕ.
b) AllmodelsA1 ofT1 can be separated from all modelsA2 ofT2 by a sentence
ϕ ∈ H. This means

A1 |= ϕ and A2 |= ¬ϕ.
Proof. a) ⇒ b): If ϕ separates T1 from T2, it separates all models of T1

from all models of T2.
b) ⇒ a): For any model A1 of T1 let HA1 be the set of all sentences from

H which are true in A1. b) implies that HA1 and T2 cannot have a common
model. By the Compactness Theorem there is a finite conjunction ϕA1 of
sentences fromHA1 inconsistent with T2. Clearly,

T1 ∪ {¬ϕA1 | A1 |= T1}
is inconsistent since any model A1 of T1 satisfies ϕA1 . Again by compactness
T1 implies a disjunction ϕ of finitely many of the ϕA1 . This formula ϕ is inH
and separates T1 from T2. �
For structures A,B and a map f : A → B preserving all formulas from a
set of formulas Δ, we use the notation

f : A →Δ B.

27
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We also write

A ⇒Δ B

to express that all sentences from Δ true in A are also true inB.
Lemma 3.1.2. Let T be a theory, A a structure and Δ a set of formulas, closed

under existential quantification, conjunction and substitution of variables. Then
the following are equivalent:
a) All sentences ϕ ∈ Δ which are true in A are consistent with T .
b) There is a modelB |= T and a map f : A →Δ B.
Proof. b)⇒ a): Assume f : A →Δ B |= T . If ϕ ∈ Δ is true in A it is also

true inB and therefore is consistent with T .
a) ⇒ b): Consider ThΔ(AA), the set of all sentences �(a), (�(x) ∈ Δ),
which are true in AA. The models

(
B, f(a)a∈A) of this theory correspond to

maps f : A →Δ B. This means that we have to find a model of T ∪ThΔ(AA).
To show finite satisfiability it is enough to show that T ∪ D is consistent for
every finite subsetD of ThΔ(AA). Let �(a) be the conjunction of the elements
of D. Then A is a model of ϕ = ∃x �(x), so by assumption T has a model
B which is also a model of ϕ. This means that there is a tuple b such that
(B, b) |= �(a). �
Note that Lemma 3.1.2 applied to T = Th(B) shows that A ⇒Δ B if and
only if there exists a map f and a structureB′ ≡ B such that f : A →Δ B

′.
Theorem 3.1.3. Let T1 and T2 be two theories. Then the following are equiv-

alent:
a) There is a universal sentence which separates T1 from T2.
b) No model of T2 is a substructure of a model of T1.
Proof. a)⇒ b): Let ϕ be a universal sentence which separates T1 from T2.
Let A1 be a model of T1 and A2 a substructure of A1. Since A1 is a model of
ϕ, then by Lemma 1.2.16 A2 is also model of ϕ. Therefore A2 cannot be a
model of T2.
b)⇒ a): IfT1 andT2 cannot be separated by a universal sentence, then they

have models A1 and A2 which cannot be separated by a universal sentence.
This can be denoted by

A2 ⇒∃ A1.

Now Lemma 3.1.2 implies that A2 has an extension A′
1 ≡ A1. Then A′

1 is
again a model of T1 contradicting b). �
Definition 3.1.4. For any L-theory T , the formulas ϕ(x), �(x) are said to
be equivalent modulo T (or relative to T ) if T � ∀x(ϕ(x)↔ �(x̄)).
Corollary 3.1.5. Let T be a theory.
1. Consider a formula ϕ(x1, . . . , xn). The following are equivalent:
a) ϕ(x1, . . . , xn) is, modulo T , equivalent to a universal formula.
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b) If A ⊆ B aremodels ofT and a1, . . . , an ∈ A, thenB |= ϕ(a1, . . . , an)
implies A |= ϕ(a1, . . . , an).

2. We say that a theory which consists of universal sentences is universal.
Then T is equivalent to a universal theory if and only if all substructures
of models of T are again models of T .

Proof. 1): Assume b). We extend L by an n-tuple c of new constants
c1, . . . , cn and consider the theory

T1 = T ∪ {ϕ(c)} and T2 = T ∪ {¬ϕ(c)}.
Then b) says that substructures of models of T1 cannot be models of T2. By
Theorem 3.1.3, T1 and T2 can be separated by a universalL(c)-sentence�(c).
By Lemma 1.3.4(2), T1 � �(c) implies

T � ∀x (ϕ(x)→ �(x))
and from T2 � ¬�(c) we see

T � ∀x (¬ϕ(x)→ ¬�(x)).
2): It is clear that substructures of models of a universal theory are models
again. Now suppose that a theory T has this property. Let ϕ be an axiom
of T . If A is a substructure of B, it is not possible for B to be a model of T
and for A to be a model of ¬ϕ at the same time. By 3.1.3 there is a universal
sentence � with T � � and ¬ϕ � ¬�. Hence all axioms of T follow from

T∀ = {� | T � �, � universal}. �

An ∀∃-formula is of the form
∀x1 . . . xn�

where � is existential (see p. 11). The following is clear.

Lemma 3.1.6. Suppose ϕ is an ∀∃-sentence, (Ai)i∈I is a directed family of
models of ϕ andB the union of the Ai . ThenB is also a model of ϕ.
Proof. Write

ϕ = ∀x �(x),
where � is existential. For any a ∈ B there is an Ai containing a. Since
Ai |= ϕ, clearly �(a) holds in Ai . As �(a) is existential it must also hold
inB. �

Definition 3.1.7. We call a theory T inductive if the union of any directed
family of models of T is again a model.

Theorem 3.1.8. Let T1 and T2 be two theories. Then the following are equiv-
alent:
a) There is an ∀∃-sentence which separates T1 from T2.
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b) No model of T2 is the union of a chain (or of a directed family) of models
of T1.

Proof. a) ⇒ b): Assume ϕ is a ∀∃-sentence which separates T1 from T2,
(Ai)i∈I is a directed family of models of T1 andB the union of the Ai . Since
theAi are models of ϕ, by Lemma 3.1.6B is also a model of ϕ. SinceB |= ϕ,
B cannot be a model of T2.
b)⇒ a): If a) is not true, T1 and T2 have models which cannot be separated
by an ∀∃-sentence. Since ∃∀-formulas are equivalent to negated ∀∃-formulas,
we have

B0 ⇒∃∀ A.

By Lemma 3.1.2 there is a map

f : B0 →∀ A0

with A0 ≡ A. We can assume thatB0 ⊆ A0 and f is the inclusion map. Then

A0B ⇒∃ B0B.

Applying Lemma 3.1.2 again, we obtain an extension B1B of A
0
B with B

1
B ≡

B0B , i.e.,B
0 ≺ B1.

B0 ⊆ A0 ⊆ B1

≺

The same procedure applied to A and B1 gives us two extensions A1 ⊆ B2

with A1 ≡ A andB1 ≺ B2. This results in an infinite chain

B0 ⊆ A0 ⊆ B1

≺

⊆ A1 ⊆ B2

≺

⊆ . . .

≺

with Ai ≡ A and Bi ≺ Bi+1. Let B be the union of the Ai . Since B is also
the union of the elementary chain of the Bi , it is an elementary extension of
B0 and hence a model of T2. But the Ai are models of T1, so b) does not
hold. �
Corollary 3.1.9. Let T be a theory.

1. For each sentence ϕ the following are equivalent:
a) ϕ is, modulo T , equivalent to an ∀∃-sentence.
b) If

A0 ⊆ A1 ⊆ · · ·

and their unionB are models of T , then ϕ holds inB if it is true in all
the Ai .

2. T is inductive if and only if it can be axiomatised by ∀∃-sentences.
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Proof. 1): Theorem 3.1.8 shows that ∀∃-formulas are preserved by unions
of chains. Hence a)⇒ b). For the converse consider the theories

T1 = T ∪ {ϕ} and T2 = T ∪ {¬ϕ}.
Part b) says that the union of a chain of models of T1 cannot be a model of
T2. By Theorem 3.1.8 we can separate T1 and T2 by an ∀∃-sentence �. Now
T1 � � implies T � ϕ → � and T2 � ¬� implies T � ¬ϕ → ¬�.
2): Clearly ∀∃-axiomatised theories are inductive. For the converse assume
that T is inductive and ϕ an axiom of T . If B is a union of models of T , it
cannot be a model of ¬ϕ. By Theorem 3.1.8 there is an ∀∃-sentence � with
T � � and ¬ϕ � ¬�. Hence all axioms of T follow from

T∀∃ = {� | T � �, � ∀∃-formula}. �

Exercise 3.1.1. Let X be a topological space, Y1 and Y2 quasi-compact1

subsets, andH a set of clopen subsets. Then the following are equivalent:
a) There is a positive Boolean combination B of elements from H such that
Y1 ⊆ B and Y2 ∩ B = ∅.

b) For all y1 ∈ Y1 and y2 ∈ Y2 there is an H ∈ H such that y1 ∈ H and
y2 �∈ H .

(This, in fact, is a generalisation of the Separation Lemma 3.1.1.)

3.2. Quantifier elimination

Having quantifier elimination in a reasonable language is a property which
makes a theory ‘tame’. In this section we will collect some criteria and
extensions of this concept. They will be applied in Section 3.3 to show that a
number of interesting theories have quantifier elimination in the appropriate
language.

Definition 3.2.1. A theory T has quantifier elimination if every L-formula
ϕ(x1, . . . , xn) in the theory is equivalent modulo T to some quantifier-free
formula (x1, . . . , xn).

For n = 0 this means that modulo T every sentence is equivalent to a
quantifier-free sentence. IfLhas no constants,� and⊥ are the only quantifier-
free sentences. Then T is either inconsistent or complete.
Note that it is easy to transform any theory T into a theory with quantifier
elimination if one is willing to expand the language: just enlarge L by adding
an n-place relation symbol Rϕ for every L-formula ϕ(x1, . . . , xn) and T by
adding all axioms

∀x1, . . . , xn(Rϕ(x1, . . . , xn)↔ ϕ(x1, . . . , xn)).

1That is, compact but not necessarily Hausdorff.
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The resulting theory, the Morleyisation Tm of T , has quantifier elimination.
Many other properties of a theory are not affected by Morleyisation. So T is
complete if and only if Tm is; similarly for κ-categoricity and other properties
we will define in later chapters.
A prime structure of T is a structure which embeds into all models of T .
The following is clear.

Lemma 3.2.2. A consistent theory T with quantifier elimination which pos-
sesses a prime structure is complete. �

Definition 3.2.3. A simple existential formula has the form

ϕ = ∃y 
for a quantifier-free formula . If  is a conjunction of basic formulas, ϕ is
called primitive existential.

Lemma 3.2.4. The theory T has quantifier elimination if and only if every
primitive existential formula is, modulo T , equivalent to a quantifier-free for-
mula.
Proof. We canwrite every simple existential formula in the form ∃y

∨
i<n i

for i which are conjunctions of basic formulas. This shows that every sim-
ple existential formula is equivalent to a disjunction of primitive existential
formulas, namely to

∨
i<n(∃y i). We can therefore assume that every simple

existential formula is, modulo T , equivalent to a quantifier-free formula.
We are now able to eliminate the quantifiers in arbitrary formulas in prenex
normal form (see Exercise 1.2.3)

Q1x1 . . . Qnxn.

If Qn = ∃, we choose a quantifier-free formula 0 which, modulo T , is
equivalent to ∃xn. Then we proceed with the formula Q1x1 . . . Qn−1xn−10.
If Qn = ∀, we find a quantifier-free 1 which is, modulo T , equivalent to
∃xn¬ and proceed with Q1x1 . . . Qn−1xn−1¬1. �
The following theorem gives useful criteria for quantifier elimination.

Theorem 3.2.5. For a theory T the following are equivalent:
a) T has quantifier elimination.
b) For all modelsM1 andM2 of T with a common substructure A we have

M1
A ≡ M2

A.

c) For all models M1 and M2 of T with a common substructure A and for
all primitive existential formulas ϕ(x1, . . . , xn) and parameters a1, . . . , an
from A we have

M1 |= ϕ(a1, . . . , an)⇒ M2 |= ϕ(a1, . . . , an).
If L has no constants, A is allowed to be the empty “structure”.
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Proof. a)⇒ b): Letϕ(a) be anL(A)-sentence which holds inM1. Choose
a quantifier-free (x) which is, modulo T , equivalent to ϕ(x). Then

M1 |= ϕ(a) ⇒ M1 |= (a)
⇒ A |= (a) ⇒

M2 |= (a) ⇒ M2 |= ϕ(a).

b)⇒ c): Clear.
c)⇒ a): Let ϕ(x) be a primitive existential formula. In order to show that

ϕ(x) is equivalent, modulo T , to a quantifier-free formula (x) we extend
L by an n-tuple c of new constants c1, . . . , cn. We have to show that we can
separate T ∪ {ϕ(c)} and T ∪ {¬ϕ(c)} by a quantifier free sentence (c). We
apply the Separation Lemma. LetM1 andM2 be two models of T with two
distinguished n-tuples a1 and a2. Suppose that (M1, a1) and (M2, a2) satisfy
the same quantifier-free L(c)-sentences. We have to show that

M1 |= ϕ(a1)⇒ M2 |= ϕ(a2). (3.1)

Consider the substructures Ai = 〈ai〉Mi

, generated by ai . If we can show that
there is an isomorphism

f : A1 → A2

taking a1 to a2, we may assume that A1 = A2 = A and a1 = a2 = a. Then
(3.1) follows directly from c).
Every element of A1 has the form tM

1
[a1] for an L-term t(x), (see 1.2.6).

The isomorphism f to be constructed must satisfy

f
(
tM

1
[a1]

)
= tM

2
[a2].

We now define f by this equation, and we have to check that f is well defined
and injective. Assume

sM
1
[a1] = tM

1
[a1].

Then s(c) .= t(c) holds in (M1, a1), and by our assumption also in (M2, a2),
which means

sM
2
[a2] = tM

2
[a2].

This shows that f is well defined. Swapping the two sides yields injectivity.
That f is surjective is clear. It remains to show that f commutes with the

interpretation of the relation symbols. Now

M1 |= R
[
tM

1

1 [a
1], . . . , tM

1

m [a
1]
]
,

is equivalent to (M1, a1) |= R(t1(c), . . . , tm(c)), which is equivalent to
(M2, a2) |= R(t1(c), . . . , tm(c)), which in turn is equivalent to

M2 |= R
[
tM

2

1 [a
2], . . . , tM

2

m [a
2]
]
. �



34 3. Quantifier elimination

Note that part b) of Theorem 3.2.5 is saying that T is substructure complete;
i.e., for any modelM |= T and substructure A ⊆ M the theory T ∪Diag(A)
is complete.

Definition 3.2.6. We call T model complete if for all modelsM1 andM2

of T

M1 ⊆ M2 ⇒ M1 ≺ M2.

Note that T is model complete if and only if for any M |= T the theory
T ∪Diag(M) is complete.
Clearly, by 3.2.5(b) applied to A =M1 all theories with quantifier elimina-
tion are model complete.
Lemma 3.2.7 (Robinson’s Test). Let T be a theory. Then the following are

equivalent:
a) T is model complete.
b) For all modelsM1 ⊆ M2 ofT and all existential sentencesϕ fromL(M 1)

M2 |= ϕ ⇒M1 |= ϕ.
c) Each formula is, modulo T , equivalent to a universal formula.
Proof. a)⇒ b) is trivial.
a)⇔ c) follows from 3.1.5(1).
b) implies that every existential formula is, modulo T , equivalent to a
universal formula. As in the proof of 3.2.4 this implies c). �

IfM1 ⊆ M2 satisfies b), we callM1 existentially closed inM2. We denote
this by

M1 ≺1 M2.

Definition 3.2.8. Let T be a theory. A theory T ∗ is a model companion of
T if the following three conditions are satisfied.
a) Each model of T can be extended to a model of T ∗.
b) Each model of T ∗ can be extended to a model of T .
c) T ∗ is model complete.

Theorem 3.2.9. A theory T has, up to equivalence, at most one model com-
panion T ∗.
Proof. If T+ is another model companion of T , every model of T+ is
contained in a model of T ∗ and conversely. Let A0 be a model of T+. Then
A0 can be embedded in a modelB0 of T ∗. In turnB0 is contained in a model
A1 of T+. In this way we find two elementary chains, (Ai) and (Bi), which
have a common union C. Then A0 ≺ C and B0 ≺ C implies A0 ≡ B0. Thus
A0 is a model of T ∗. Interchanging T ∗ and T+ yields that every model of T ∗

is a model of T+. �
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Digression: existentially closed structures and the Kaiser hull. Let T be an
L-theory. It follows from 3.1.2 that the models of T ∀ are the substructures of
models ofT . The conditions a) and b) in the definition of “model companion”
can therefore be expressed as

T ∀ = T ∗
∀.

Hence the model companion of a theory T depends only on T ∀.

Definition 3.2.10. An L-structure A is called T -existentially closed (or T -
ec), if

a) A can be embedded in a model of T .
b) A is existentially closed in every extension which is a model of T .

A structure A is T -ec exactly if it is T ∀-ec. This is clear for condition a)
since every modelB of T ∀ can be embedded in a modelM of T . For b) this
follows from the fact that A ⊆ B ⊆ M and A ≺1 M implies A ≺1 B.
Lemma 3.2.11. Every model of a theory T can be embedded in a T -ec struc-
ture.

Proof. Let A be a model of T ∀. We choose an enumeration (ϕα)α<κ of
all existential L(A)-sentences and construct an ascending chain (Aα)α≤κ of
models of T ∀. We begin with A0 = A. Let Aα be constructed. If ϕα holds
in an extension of Aα which is a model of T , we let Aα+1 be such a model.
Otherwise we setAα+1 = Aα . For limit ordinals 
we defineA
 to be the union
of all Aα , (α < 
). Note that A
 is again a model of T ∀.
The structure A1 = Aκ has the following property: every existential L(A)-

sentence which holds in an extension of A1 that is a model of T holds in A1.
Now, in the same manner, we construct A2 from A1, etc. The unionM of the
chain A0 ⊆ A1 ⊆ A2 ⊆ · · · is the desired T -ec structure. �
The structure M constructed in the proof can be very big. On the other
hand, it is easily seen that every elementary substructureN of a T -ec structure
M is again T -ec. To this end let N ⊆ A be a model of T . SinceMN ⇒∃ AN ,
there is an embedding of M in an elementary extension B of A which is
the identity on N . Since M is existentially closed in B, it follows that N is
existentially closed inB and therefore also in A.

N

A M

B

�
�
���

�
�

���

�
�
���

�
�

���

≺1 ≺

≺ ≺1
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Lemma 3.2.12 ([32]). Let T be a theory. Then there is a biggest inductive
theory TKH with T ∀ = TKH∀ . We call T

KH the Kaiser hull of T .

Proof. Let T 1 and T 2 be two inductive theories with T 1∀ = T
2
∀ = T ∀. We

have to show that (T 1 ∪T 2)∀ = T ∀. LetM be a model of T . As in the proof
of 3.2.9 we extendM by a chain A0 ⊆ B0 ⊆ A1 ⊆ B1 ⊆ · · · of models of T 1
and T 2. The union of this chain is a model of T 1 ∪ T 2. �
Lemma 3.2.13. The Kaiser hull TKH is the ∀∃-part of the theory of all T -ec
structures.

Proof. Let T ∗ be the ∀∃-part of the theory of all T -ec structures. Since
T -ec structures are models of T∀ , we have T ∀ ⊆ T ∗

∀. It follows from 3.2.11
that T ∗

∀ ⊆ T ∀. Hence T ∗ is contained in the Kaiser hull.
It remains to show that every T -ec structure M is a model of the Kaiser
hull. Choose a model N of TKH which contains M. Then M ≺1 N. This
implies N ⇒∀∃ M and thereforeM |= TKH. �
The previous lemma implies immediately that T -ec structures are models
of T∀∃.

Theorem 3.2.14. For any theory T the following are equivalent:

a) T has a model companion T ∗.
b) All models of TKH are T -ec.
c) The T -ec structures form an elementary class.

If T ∗ exists, we have

T ∗ = TKH = theory of all T -ec structures.

Proof. a) ⇒ b): Let T ∗ be the model companion of T . As a model
complete theory, T ∗ is inductive. So T ∗ is contained in the Kaiser hull and
it suffices to show that every modelM of T ∗ is T -ec. Let A be a model of T
which extends M. A can be embedded in a model N of T ∗. Now M ≺ N
impliesM ≺1 A.
b)⇒ c): By the last lemma all T -ec structures are models of TKH. Thus b)

implies that T -ec structures are exactly the models of TKH.
c) ⇒ a): Assume that the T -ec structures are exactly the models of the
theory T+. By 3.2.11 we have T ∀ = T+∀ . Criterion 3.2.7 implies that T

+ is
model complete. So T+ is the model companion of T .
The last assertion of the theorem follows easily from the proof. �

Exercise 3.2.1. Let L be the language containing a unary function f and a
binary relation symbol R and consider the L-theory T = {∀x∀y(R(x, y) →
(R(x,f(y))}. Show the following
1. For any T - structureM and a, b ∈ M with b /∈ {a, fM(a), (fM)2(a),
. . . } we haveM |= ∃z(R(z, a) ∧ ¬R(z, b)).
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2. Let M be a model of T and a an element of M such that {a, fM(a),
(fM)2(a), . . . } is infinite. Then in an elementary extensionM′ there is
an element b withM′ |= ∀z(R(z, a)→ R(z, b)).

3. The class of T -ec structures is not elementary, so T does not have a
model companion.

Exercise 3.2.2. Prove:
1. If T is inductive and has infinite models, then it has existentially closed
models in every cardinality κ ≥ |T |.

2. If T has an infinite model which is not existentially closed, it has such a
model in every cardinality κ ≥ |T |.

3. Lindström’s Theorem: Every inductive κ-categorical theory is model
complete.

End of digression.

Exercise 3.2.3. A theory T with quantifier elimination is axiomatisable by
sentences of the form

∀x1 . . . xn�
where � is primitive existential formula.

3.3. Examples

In this section we present a number of theories with quantifier elimination,
or at least elimination down to some well-understood formulas, among them
the theories of vector spaces and of algebraically, differentially, and real closed
fields. Since such theories are comparatively easy to understand, they form
a core inventory of the working model theorist. One notable omission is the
theory of valued fields. Their model theory can be found in [15] and in [48]
and [23].
3.3.1. Infinite sets. The models of the theory Infset of infinite sets are all
infinite sets without additional structure. The language L∅ is empty, the
axioms are (for n = 1, 2, . . . )

• ∃x0 . . . xn−1
∧
i<j<n ¬xi

.= xj
Theorem 3.3.1. The theory Infset of infinite sets has quantifier elimination

and is complete.
Proof. Clear. �
3.3.2. Dense linear orderings.
Theorem 3.3.2. DLO has quantifier elimination.
Proof. Let A be a finite common substructure of the two models O1 and
O2. We choose an ascending enumerationA = {a1, . . . , an}. Let ∃y (y) be a
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simple existential L(A)-sentence, which is true inO1 and assumeO1 |= (b1).
We want to extend the order preserving map ai  → ai to an order preserving
map A ∪ {b1} → O2. For this we have to find an image b2 of b1. There are
four cases:

i) b1 ∈ A. We set b2 = b1.
ii) b1 lies between ai and ai+1. We choose b2 in O2 with the same property.
iii) b1 is smaller than all elements of A. We choose a b2 ∈ O2 of the same
kind.

iv) b1 is bigger that all ai . Choose b2 in the same manner.

This defines an isomorphism A ∪ {b1} → A ∪ {b2}, which shows that O2 |=
(b2). �
Since LOrder has no constants, we have another proof that DLO is complete.
3.3.3. Modules. Let R be a (possibly non-commutative) ring with 1. An

R-module

M = (M, 0,+,−, r)r∈R

is an abelian group (M, 0,+,−) together with operations r : M → M for
every ring element r ∈ R which satisfies certain axioms. We formulate the
axioms in the language LMod(R) = LAbG ∪ {r | r ∈ R}. The theory Mod(R)
of R-modules consists of

• AbG
• ∀x, y r(x + y) .= rx + ry
• ∀x (r + s)x .= rx + sx
• ∀x (rs)x .= r(sx)
• ∀x 1x .= x

for all r, s ∈ R. Then Infset ∪Mod(R) is the theory of all infinite R-modules.
We start with the case where the ring is a field K . Of course, a K -module is

just a vector space over K .

Theorem 3.3.3. Let K be a field. Then the theory of all infinite K -vector
spaces has quantifier elimination and is complete.

Proof. LetA be a common finitely generated substructure (i.e., a subspace)
of the two infinite K -vector spaces V1 and V2. Let ∃y (y) be a simple
existential L(A)-sentence which holds in V1. Choose a b1 from V1 which
satisfies (y). If b1 belongs to A, we are finished since then V2 |= (b1).
If not, we choose a b2 ∈ V2 \ A. Possibly we have to replace V2 by an
elementary extension. The vector spacesA+Kb1 andA+Kb2 are isomorphic
by an isomorphism which maps b1 to b2 and fixes A elementwise. Hence
V2 |= (b2).
The theory is complete since a quantifier-free sentence is true in a vector
space if and only if it is true in the zero-vector space. �
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For arbitrary rings R, we only get a relative elimination result down to
positive primitive formulas.

Definition 3.3.4. An equation is an LMod(R)-formula �(x) of the form

r1x1 + r2x2 + · · ·+ rmxm = 0.

A positive primitive formula (pp-formula) is of the form

∃y(�1 ∧ · · · ∧ �n)

where the �i(xy) are equations.

Theorem 3.3.5. For every ring R and any R-module M , every LMod(R)-
formula is equivalent (modulo the theory of M ) to a Boolean combination of
positive primitive formulas.

Remark 3.3.6. 1. We assume the class of positive primitive formulas to
be closed under ∧.

2. A pp-formula ϕ(x1, . . . , xn) defines a subgroup ϕ(Mn) ofMn:

M |= ϕ(0) andM |= ϕ(x) ∧ ϕ(y)→ ϕ(x − y).

Lemma 3.3.7. Let ϕ(x, y) be a pp-formula and a ∈ M . Then ϕ(M,a) is
empty or a coset of ϕ(M, 0).

Proof. M |= ϕ(x, a)→ (ϕ(y, 0)↔ ϕ(x + y, a)). �
Corollary 3.3.8. Let a, b ∈M ,ϕ(x, y) a pp-formula. Then (inM )ϕ(x, a)
and ϕ(x, b) are equivalent or contradictory.

For the proof of Theorem 3.3.5 we need two further lemmas.

Lemma 3.3.9 (B. H. Neumann). Let Hi denote subgroups of some abelian
group. If H0 + a0 ⊆

⋃n
i=1Hi + ai and H0/(H0 ∩Hi) is infinite for i > k, then

H0 + a0 ⊆
⋃k
i=1Hi + ai .

For a proof see Exercise 6.1.16. The following is an easy calculation.

Lemma 3.3.10. Let Ai , i ≤ k, be any sets. If A0 is finite, then A0 ⊆
⋃k
i=1Ai

if and only if ∑
Δ⊆{1,...,k}

(−1)|Δ|
∣∣∣A0 ∩⋂

i∈Δ
Ai

∣∣∣ = 0.
Proof of Theorem 3.3.5. FixM . It is enough to show that if �(x, y) is in

M equivalent to a Boolean combination of pp-formulas, then so is ∀x�. Since
pp-formulas are closed under conjunction,� isM -equivalent to a conjunction
of formulas ϕ0(x, y) → ϕ1(x, y) ∨ · · · ∨ ϕn(x, y) where the ϕi(x, y) are pp-
formulas.
We may assume that � itself is of this form. Let Hi = ϕi(M, 0), so the

ϕi(M,y) are empty or cosets of Hi . (Think of y as being fixed in M .) Let
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H0/(H0∩Hi) be finite for i = 1, . . . , k and infinite for i = k+1, . . . , n, k ≥ 0.
By Neumann’s Lemma we have

M |= ∀x� ↔ ∀x
(
ϕ0(x, y)→ ϕ1(x, y) ∨ · · · ∨ ϕk(x, y)) .

We apply Lemma 3.3.10 to the sets Ai = ϕi(M,y)/(H0 ∩ · · · ∩ Hk): so
ϕ(M,y) ∩

⋂
i∈Δ ϕi(M,y) is empty or consists of NΔ cosets of H0 ∩ · · · ∩Hk

where

NΔ =
∣∣∣H0 ∩⋂

i∈Δ
Hi/(H0 ∩ · · · ∩Hk)

∣∣∣.
Whence

M |= ∀x� ↔
∑
Δ∈N
(−1)|Δ|NΔ = 0.

where

N =
{
Δ ⊆ {1, . . . , k}

∣∣∣ ∃x(ϕ0(x, y) ∧∧
i∈Δ
ϕi(x, y)

)}
.

�

3.3.4. Algebraically closed fields. As the next group of examples we con-
sider fields.

Theorem 3.3.11 (Tarski). The theory ACF of algebraically closed fields has
quantifier elimination.
Proof. Let K1 and K2 be two algebraically closed fields and R a common
subring. Let ∃y (y) be a simple existential sentence with parameters in R
which holds in K1. We have to show that ∃y (y) is also true in K2.
Let F1 and F2 be the quotient fields of R in K1 and K2, respectively, and
let f : F1 → F2 be an isomorphism which is the identity on R (see e.g., [35],
Ch. II.4). Thenf extends to an isomorphism g : G1 → G2 between the relative
algebraic closures Gi of Fi in Ki , (i = 1, 2) (see e.g., [35], Ch. V.2). Choose
an element b1 of K1 which satisfies (y).

R R�id

F1 F2�f

G1 G2�g

G1(b1)

K1 K2



3.3. Examples 41

There are two cases:
Case 1: b1 ∈ G1. Then b2 = g(b1) satisfies the formula (y) in K2.
Case 2: b1 �∈ G1. Then b1 is transcendental over G1 and the field extension

G1(b1) is isomorphic to the rational function field G1(X ). If K2 is a proper
extension of G2, we choose any element from K2 \ G2 for b2. Then g extends
to an isomorphism between G1(b1) and G2(b2) which maps b1 to b2. Hence
b2 satisfies (y) in K2. In case that K2 = G2 we take a proper elementary
extension K ′

2 of K2. (Such a K
′
2 exists by 2.3.1(2) since K2 is infinite.) Then

(for the same reason) ∃y (y) holds in K ′
2 and therefore in K2. �

Corollary 3.3.12. ACF is model complete. �
Obviously, ACF is not complete: for prime numbers p let

ACFp = ACF ∪ {p · 1 .= 0}
be the theory of algebraically closed fields of characteristic p and

ACF0 = ACF ∪ {¬ n · 1 .= 0 | n = 1, 2, . . . }
the theory of algebraically closed fields of characteristic 0. We use here the
notation n · 1 = 1 + · · ·+ 1︸ ︷︷ ︸

n− times
.

Corollary 3.3.13. The theories ACFp and ACF0 are complete.
Proof. This follows from Theorem 3.2.2 since the prime fields are prime

structures for these theories. �
Corollary 3.3.14 (Hilbert’s Nullstellensatz). Let K be a field. Then any
proper ideal I in K [X1, . . . , Xn] has a zero in the algebraic closure acl(K).
Proof. As a proper ideal, I is contained in a maximal ideal P. Then

L = K [X1, . . . , Xn]/P is an extension field of K in which the cosets of the Xi
are a zero of I . If I is generated by f0, . . . , fk−1 and

ϕ = ∃x1 . . . xn
∧
i<k

fi(x1, . . . , xn)
.= 0,

then ϕ holds in L and therefore in acl(L). We can assume that acl(K) lies in
acl(L). Since acl(K) ≺ acl(L), we have that ϕ holds in acl(K). �
3.3.5. Real closed fields. The theory of real closed fields, RCF, will be dis-
cussed in Section B.1. It is axiomatised in the language LORing of ordered
rings.
Theorem 3.3.15 (Tarski–Seidenberg). RCF has quantifier elimination and is
complete.
Proof. Let (K1, <) and (K2, <) be two real closed field with a common
subring R. Consider an LORing(R)-sentence ∃y (y) (for a quantifier-free )
which holds in (K1, <). We have to show ∃y (y) also holds in (K2, <).
We build first the quotient fields F1 and F2 of R in K1 and K2. By B.1.1

there is an isomorphism f : (F1, <) → (F2, <) which fixes R. The relative
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algebraic closureGi of Fi inKi is a real closure of (Fi ,<), (i = 1, 2). By B.1.5
f extends to an isomorphism g : (G1, <)→ (G2, <).
Let b1 be an element of K1 which satisfies (y). There are two cases:
Case 1: b1 ∈ G1: Then b2 = g(b1) satisfies (y) in K2.
Case 2: b1 �∈ G1: Then b1 is transcendental over G1 and the field extension

G1(b1) is isomorphic to the rational function fieldG1(X ). LetG�1 be the set of
all elements of G1 which are smaller than b1, and Gr1 the set of all elements of
G1 which are larger than b1. Then all elements ofG�2 = g(G

�
1 ) are smaller than

all elements of Gr2 = g(G
r
1 ). Since fields are densely ordered, we find in an

elementary extension (K ′
2, <) of (K2, <) an element b2 which lies between the

elements ofG�2 and the elements ofG
r
2 . Since b2 is not inG2, it is transcendental

overG2. Hence g extends to an isomorphism h : G1(b1)→ G2(b2) whichmaps
b1 to b2.
In order to show that h is order preserving it suffices to show that h is
order preserving onG1[b1] (Lemma B.1.1). Let p(b1) be an element ofG1[b1].
Corollary B.1.8 gives us a decomposition

p(X ) = �
∏
i<m

(X − ai)
∏
j<n

(
(X − cj)2 + dj

)
with positive dj . The sign of p(b1) depends only on the signs of the factors
�, b1 − a0, . . . , b1 − am−1. The sign of h(p(b1)) depends in the same way on
the signs of g(�), b2 − g(a0), . . . , b2 − g(am−1). But b2 was chosen in such a
way that

b1 < ai ⇔ b2 < g(ai).

Hence p(b1) is positive if and only if h(p(b1)) is positive.
Finally we have

(K1, <) |= (b1) ⇒ (G1(b1), <) |= (b1) ⇒ (G2(b2), <) |= (b2) ⇒
⇒ (K ′

2, <) |= ∃y (y) ⇒ (K2, <) |= ∃y (y),

which proves quantifier elimination.
RCF is complete since the ordered field of the rationals is a prime structure.

�
Corollary 3.3.16 (Hilbert’s 17th Problem). Let (K,<) be a real closed
field. A polynomial f ∈ K [X1, . . . , Xn] is a sum of squares

f = g21 + · · ·+ g2k
of rational functions gi ∈ K(X1, . . . , Xn) if and only if

f(a1, . . . , an) ≥ 0

for all a1, . . . , an ∈ K .
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Proof. Clearly a sum of squares cannot have negative values. For the
converse assume that f is not a sum of squares. Then, by Corollary B.1.3,
K(X1, . . . , Xn) has an ordering in which f is negative. Since in K the positive
elements are squares, this ordering, which we denote also by <, extends the
ordering ofK . Let (L,<) be the real closure of

(
K(X1, . . . , Xn), <

)
. In (L,<)

the sentence

∃x1, . . . , xn f(x1, . . . , xn) < 0
is true. Hence it is also true in (K,<). �
3.3.6. Separably closed fields. A field is separably closed if every non-
constant separable polynomial has a zero, or equivalently, if it has no proper
separable algebraic extension. Clearly, separably closed fields which are also
perfect are algebraically closed.
For any field K of characteristic p > 0, Kp = {ap | a ∈ K} is a subfield of

K . If the degree [K : Kp] is finite, it has the form pe and e is called the degree
of imperfection of K . If the degree [K : Kp] is infinite, then we say that K has
infinite degree of imperfection. See also page 207.
For any natural number e we denote by SCFp,e the theory of separably

closed fields with degree of imperfection e. By SCFp,∞ we denote the theory
of separably closed closed field of characteristic p with infinite degree of
imperfection. We will prove below that SCFp,e is complete. A proof of the
completeness of SCFp,∞ can be found in [19].
To studySCFp,e we consider an expansion of it: SCFp(c1, · · · , ce), the theory

of separably closed fields of characteristic p in the language L(c1, . . . , ce) of
rings with constants c1, . . . , ce for a distinguished finite p-basis. We show
Proposition 3.3.17. SCFp(c1, · · · , ce) is model complete.
For the proof we need the following lemma.
Lemma 3.3.18. Let K and L be extensions of F . Assume that K/F is sepa-

rable and that L is separably closed. Then K embeds over F in an elementary
extension of L.
Proof. Since L is infinite, it has arbitrarily large elementary extensions. So
we may assume that the transcendence degree tr. deg(L/F ) ofL over F is infi-
nite. LetK ′ be a finitely generated subfield ofK overF . By compactness it suf-
fices to show that all suchK ′/F can be embedded intoL/F . ByLemmaB.3.12
K ′/F has a transcendence basis x1, . . . , xn so that K ′/F (x1, . . . , xn) is sep-
arably algebraic. F (x1, . . . , xn)/F can be embedded into L/F . Since L is
separably closed this embedding extend to K ′. �
Proof of Proposition 3.3.17. Let (F, b1, . . . , be) ⊆ (K, b1, . . . , be) be an

extension of models of SCFp(c1, · · · , ce). Since F and K have the same p-
basis, K is separable over F by Remark B.3.9. By Lemma 3.3.18, K embeds
over F into an elementary extension of F , showing that F is existentially
closed in K . Now the claim follows by Robinson’s Test (Lemma 3.2.7). �
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Corollary 3.3.19 (Ershov). SCFp,e is complete.
Proof. Consider the polynomial ring R = Fp[x1, . . . , xe]. It is easy to
see that x1, . . . , xe is a p-basis of R in the sense of Lemma B.3.11. The
same lemma implies that x1, . . . , xe is a p-basis of F = Fp(x1, . . . , xe)sep

(where Lsep denotes the separable algebraic closure of the field L). So
(F, x1, . . . , xe) is a model of SCFp(c1, · · · , ce). If (L, b1, . . . , be) is another
model of SCFp(c1, · · · , ce), then by Lemma B.3.10 the bi are algebraically in-
dependent over Fp, so we can embed (F, x1, . . . , xe) into (L, b1, . . . , be). This
embedding is elementary by Proposition 3.3.17, soL is elementarily equivalent
to F . �
Let K be a field with p-basis b1, . . . , be . The 
-functions 
� : K → K are
defined by

x =
∑

�(x)pb� ,

where the � are multi-indices (�1, . . . , �e) with 0 ≤ �i < p and b� denotes
b�11 · · · b�ee .
Theorem 3.3.20 (Delon). SCFp(c1, · · · , ce) has quantifier elimination in the

language L(c1, . . . , ce, 
�)�∈pe .
It can be shown that SCFp(c1, · · · , ce) has quantifier elimination already in
the language L(
�)�∈pe without naming a p-basis.
Proof. Let K = (K, b1, . . . , be) and L = (L, b1, . . . , be) each be models of

SCFp(c1, · · · , ce) and let R be a common subring which contains the bi and
is closed under the 
-functions of K and L.2 Since R is closed under the

-functions, the bi form a p-basis of R in the sense of Lemma B.3.11. Let F
be the separable closure of the quotient field of R. By Lemma B.3.11 the bi
also form a p-basis of F . So F is an elementary subfield of K and of L by
Proposition 3.3.17, and hence KR and LR are elementarily equivalent. Now
the claim follows from Theorem 3.2.5. �
3.3.7. Differentially closed fields. We next consider fields with a derivation
in the language of fields expanded by a function symbol d . Differential fields
are introduced and discussed in Section B.2.

Definition 3.3.21. The theory of differentially closed fields, DCF0, is the
theory of differential fields (K, d ) in characteristic 0 satisfying the following
property:
Forf ∈ K [x0, . . . , xn]\K [x0, . . . , xn−1] and g ∈ K [x0, . . . , xn−1], g �= 0, there
is some a ∈ K such that f(a, da, . . . , d na) = 0 and g(a, da, . . . , d n−1a) �= 0.
Clearly, models of DCF0 are algebraically closed.
Theorem 3.3.22.

1. Any differential field can be extended to a model of DCF0.

2Note that the 
-functions of K and L agree automatically on R.
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2. DCF0 is complete and has quantifier elimination.
Proof. Let (K, d ) be a differential field and f and g as in the definition.
We may assume that f is irreducible. Then f determines a field extension
F = K(t0, . . . , tn−1, b) where the ti are algebraically independent over K and

f(t0, . . . , tn−1, b) = 0

(see Remark B.3.7). By Lemma B.2.2 and B.2.3 there is an extension of
the derivation to F with dti = ti+1 and dtn−1 = b. For a = t0 we have
f(a, da, . . . , d na) = 0 and g(a, da, . . . , d n−1a) �= 0. Let K0 denote the
differential field that we obtain from K by doing this for all pairs f, g as
above with coefficients from K . Inductively, we define differential fields Ki+1
satisfying the required condition for polynomials with coefficients inKi . Their
union

⋃
i<� Ki is a model of DCF0.

Since the rational numbers with trivial derivation are a prime structure for
DCF0, by Lemma 3.2.2 it suffices for part 2 to prove quantifier elimination. For
this, letK be a differential fieldwith two extensionsF1 andF2 which aremodels
of DCF0. Let a be an element of F1 and let K{a} = K(a, da, d 2a, . . . ) be the
differential field generated byK and a. We have to show thatK{a} can be em-
bedded over K into an elementary extension of F2. We distinguish two cases.
1. Thederivativesa, da, d 2a, . . . are algebraically independent overK : since
F2 is a model of DCF0, there is an element b in some elementary extension
such that g(a, da, . . . , d n−1a) �= 0 for all n and all g ∈ K [x0, . . . , xn−1] \ 0.
The isomorphism from K{a} to K{b} defined by d ia  → d ib is the required
embedding.
2. Let dna be algebraic over K(a, da, . . . , d n−1a) and n minimal: choose
an irreducible f ∈ K [x0, . . . , xn] such that f(a, da, . . . , d na) = 0 (see Re-
mark B.3.7). Wemay find some b withf(b, db, . . . , d nb) = 0 and g(b, ba, . . . ,
d n−1b) �= 0 for all g ∈ K [x0, . . . , xn−1] \ 0 in an elementary extension of F2.
The field isomorphism from K1 = K(a, . . . , d na) to K2 = K(b, . . . , d nb)
fixing K and taking d ia to d ib takes the derivation of F1 restricted to
K(a, . . . , d n−1a) to the derivation of F2 restricted to K(b, . . . , d n−1b). The
uniqueness part of Lemma B.2.3 implies that K1 and K2 are closed under
the respective derivations, and that K1 and K2 are isomorphic over K as
differential fields. �

Exercise 3.3.1. Let Graph be the theory of graphs. The theory RG of the
random graph is the extension of Graph by the following axiom scheme:

∀x0 . . . xm−1 y1 . . . yn−1
(∧
i �=j

¬xi .= yj →

∃z
(∧
i<m

zRxi
)
∧
(∧
j<n

¬zRyj ∧ ¬z .= yj
))
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Show that RG has quantifier elimination and is complete. Show also that RG
is the model companion of Graph.

Exercise 3.3.2. Inmodels ofACF,RCF andDCF0, themodel-theoretic alge-
braic closure of a setA coincides with the algebraic closure of the (differential)
field generated by A.

Exercise 3.3.3. Show that the following is true in any algebraically closed
field K : every injective polynomial map of a definable subset of Kn in itself is
surjective.
In fact, more is true: use Exercise 6.1.14 to show that the previous statement
holds for every injective definable map.



Chapter 4

COUNTABLE MODELS

4.1. The omitting types theorem

As we have seen in Corollary 2.2.9, it is not hard to realise a given type or
in fact any number of them. But as Sacks [50] pointed out, it needs a model
theorist to avoid realizing a given type.

Definition 4.1.1. Let T be an L-theory and Σ(x) a set of L-formulas. A
model A of T not realizing Σ(x) is said to omit Σ(x). A formula ϕ(x) isolates
Σ(x) if
a) ϕ(x) is consistent with T .
b) T � ∀x (ϕ(x)→ �(x)) for all �(x) in Σ(x).

A set of formulas is often called a partial type. This explains the name of
the following theorem.
Theorem 4.1.2 (Omitting Types). If T is countable1 and consistent and if

Σ(x) is not isolated in T , then T has a model which omits Σ(x).
If Σ(x) is isolated by ϕ(x) and A is a model of T , then Σ(x) is realised in A
by all realisations of ϕ(x). Therefore the converse of the theorem is true for
complete theories T : if Σ(x) is isolated in T , then it is realised in every model
of T .
Proof. We choose a countable set C of new constants and extend T to a
theory T ∗ with the following properties:
a) T ∗ is a Henkin theory: for all L(C )-formulas �(x) there exists a constant
c ∈ C with ∃x �(x)→ �(c) ∈ T ∗.

b) For all c ∈ C there is a �(x) ∈ Σ(x) with ¬�(c) ∈ T ∗.
We construct T ∗ inductively as the union of an ascending chain

T = T0 ⊆ T1 ⊆ · · ·
of consistent extensions of T by finitely many axioms from L(C ), in each step
making an instance of a) or b) true.

1An L-theory is countable if L is at most countable.
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Enumerate C = {ci | i < �} and let {�i(x) | i < �} be an enumeration of
the L(C )-formulas.
Assume that T2i is already constructed. Choose some c ∈ C which does

not occur inT2i ∪{�i(x)} and setT2i+1 = T2i ∪{∃x �i(x)→ �i(c)}. Clearly
T2i+1 is consistent.
Up to equivalenceT2i+1 has the formT ∪{�(ci , c)} for anL-formula �(x, y)

and a tuple c ∈ C which does not contain ci . Since ∃ȳ �(x, y) does not isolate
Σ(x), for some � ∈ Σ the formula ∃y �(x, ȳ) ∧ ¬�(x) is consistent with T .
Thus, T2i+2 = T2i+1 ∪ {¬�(ci)} consistent.
Take a model (A′, ac)c∈C of T ∗. Since T ∗ is a Henkin theory, Tarski’s

Test 2.1.2 shows that A = {ac | c ∈ C} is the universe of an elementary
substructure A (see Lemma 2.2.3). By property b), Σ(x) is omitted in A. �
Corollary 4.1.3. Let T be countable and consistent and let

Σ0(x1, . . . , xn0 ), Σ1(x1, . . . , xn1 ), . . .

be a sequence of partial types. If all Σi are not isolated, then T has a model
which omits all Σi .

Proof. Generalise the proof of the Omitting Types Theorem. �

Exercise 4.1.1. Prove Corollary 4.1.3.

4.2. The space of types

We now endow the set of types of a given theory with a topology. The Com-
pactness Theorem 2.2.1 then translates into the statement that this topology
is compact, whence its name.
Fix a theory T . An n-type is a maximal set of formulas p (x1, . . . , xn)
consistent with T . We denote by Sn(T ) the set of all n-types of T . We also
write S(T ) for S1(T ).2

If B is a subset of an L-structure A, we recover SAn (B) (see p. 22) as
Sn(Th(AB)). In particular, if T is complete and A is any model of T , we have
SA(∅) = S(T ).
For any L-formula ϕ(x1, . . . , xn), let [ϕ] denote the set of all types contain-

ing ϕ.

Lemma 4.2.1.

1. [ϕ] = [�] if and only if ϕ and � are equivalent modulo T .
2. The sets [ϕ] are closed under Boolean operations. In fact [ϕ] ∩ [�] =
[ϕ ∧ �], [ϕ] ∪ [�] = [ϕ ∨ �], Sn(T ) \ [ϕ] = [¬ϕ], Sn(T ) = [�] and
∅ = [⊥]. �

2S0(T ) can be considered as the set of all complete extensions of T , up to equivalence.
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Proof. For the first part just notice that if ϕ and � are not equivalent
modulo T , then ϕ ∧ ¬� or ¬ϕ ∧� is consistent with T and hence [ϕ] �= [�].
The rest is clear. �
It follows that the collection of sets of the form [ϕ] is closed under finite

intersections and includes Sn(T ). So these sets form a basis of a topology on
Sn(T ).

Lemma 4.2.2. The space Sn(T ) is 0-dimensional and compact.

Proof. Being 0-dimensional means having a basis of clopen sets. Our basic
open sets are clopen since their complements are also basic open.
If p and q are two different types, there is a formula ϕ contained in p but
not in q. It follows that [ϕ] and [¬ϕ] are open sets which separate p and q.
This shows that Sn(T ) is Hausdorff.
To show compactness consider a family [ϕi ], (i ∈ I ), with the finite inter-

section property. This means that all ϕi1 ∧ · · · ∧ϕik are consistent with T . So,
by Corollary 2.2.5, {ϕi | i ∈ I } is consistent with T and can be extended to a
type p, which then belongs to all [ϕi ]. �
Lemma 4.2.3. All clopen subsets of Sn(T ) have the form [ϕ].

Proof. It follows from Exercise 3.1.1 that we can separate any two disjoint
closed subsets of Sn(T ) by a basic open set. �

Remark. The Stone duality theorem asserts that the map

X  → {C | C clopen subset of X}

yields an equivalence between the category of 0-dimensional compact spaces
and the category of Boolean algebras. The inverse map assigns to every
Boolean algebra B its Stone space S(B), the set of all ultrafilters (see Exer-
cise 1.2.4) of B. For more on Boolean algebras see [21].

Definition 4.2.4. A map f from a subset of a structure A to a structure
B is elementary if it preserves the truth of formulas; i.e., f : A0 → B is
elementary if for every formula ϕ(x1, . . . , xn) and a ∈ A0 we have

A |= ϕ(a) ⇒ B |= ϕ(f(a)).

Note that the empty map is elementary if and only ifA andB are elementarily
equivalent. An elementary embedding of A is an elementary map which is
defined on all of A.

Lemma 4.2.5. Let A and B be L-structures, A0 and B0 subsets of A and B ,
respectively. Any elementary mapA0 → B0 induces a continuous surjective map
Sn(B0)→ Sn(A0).
Proof. If q(x) ∈ Sn(B0), we define

S(f)(q) = {ϕ(x1, . . . , xn, a) | a ∈ A0, ϕ(x1, . . . , xn, f(a)) ∈ q}.
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It is easy to see that S(f) defines a map from Sn(B0) to Sn(A0). Moreover it is
surjective since {ϕ(x1, . . . , xn, f(ā)) | ϕ(x1, . . . , xn, a) ∈ p} is finitely satisfi-
able for all p ∈ Sn(A0). And S(f) is continuous since [ϕ(x1, . . . , xn, f(a))] is
the preimage of [ϕ(x1, . . . , xn, a)] under S(f). �
There are two main cases:

• An elementary bijection f : A0 → B0 defines a homeomorphism
Sn(A0)→ Sn(B0). We write f(p) for the image of p.

• If A = B and A0 ⊆ B0, the inclusion map induces the restriction3
Sn(B0)→ Sn(A0). We write q � A0 for the restriction of q to A0. We call
q an extension of q � A0.

We leave the following lemma as an exercise (see Exercise 4.2.1).
Lemma 4.2.6. A type p is isolated in T if and only if p is an isolated point in
Sn(T ). In fact, ϕ isolates p if and only if [ϕ] = {p}. That is, [ϕ] is an atom in
the Boolean algebra of clopen subsets of Sn(T ).
We call a formula ϕ(x) complete if

{�(x) | T � ∀x (ϕ(x)→ �(x))}
is a type. We have shown:
Corollary 4.2.7. A formula isolates a type if and only if it is complete.

Exercise 4.2.1. Show that a type p is isolated if and only if it is isolated as
an element in the Stone space.

Exercise 4.2.2. a) Closed subsets of Sn(T ) have the form {p ∈ Sn(T ) |
Σ ⊆ p}, where Σ is any set of formulas.

b) Let T be countable and consistent. Then any meagre4 subset X of Sn(T )
can be omitted, i.e., there is model which omits all p ∈ X .

Exercise 4.2.3. Consider the space S�(T ) of all complete types in variables
v0, v1, . . . . Note that S�(T ) is again a compact space and therefore notmeagre
by Baire’s theorem.
1. Show that {tp(a0, a2, . . . ) | the ai enumerate a model of T} is comeagre
in S�(T ).

2. Use this to give a purely topological proof the Omitting Types Theorem
(4.1.3).

Exercise 4.2.4. Let L ⊆ L′, T an L-theory, T ′ an L′-theory and T ⊆ T ′.
Show that there is a natural continuous map Sn(T ′) → Sn(T ). This map is
surjective if and only if T ′/T is a conservative extension, i.e., if T ′ and T
prove the same L-sentences.

3“restriction of parameters”.
4A subset of a topological space is nowhere dense if its closure has no interior. A countable

union of nowhere dense sets is meagre.
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Exercise 4.2.5. Let B be a subset of A. Show that the restriction5 map
Sm+n(B) → Sn(B) is open, continuous and surjective. Let a be an n-tuple in
A. Show that the fibre over tp(a/B) is canonically homeomorphic to Sm(aB).

Exercise 4.2.6. A theory T has quantifier elimination if and only if every
type is implied by its quantifier-free part.

Exercise 4.2.7. Consider the structureM = (Q, <). Determine all types in
S1(Q). Which of these types are realised in R? Which extensions does a type
over Q have to a type over R?

4.3. ℵ0-categorical theories

In this section, we consider theories with a unique countable model (up to
isomorphism, of course). These theories can be characterised by the fact that
they have only finite many n-types for each n, see Exercise 4.3.3. We show the
following equivalent statement.

Theorem 4.3.1 (Ryll–Nardzewski). Let T be a countable complete theory.
Then T is ℵ0-categorical if and only if for every n there are only finitely many
formulas ϕ(x1, . . . , xn) up to equivalence relative to T .
The proof will make use of the following notion.

Definition 4.3.2. An L-structure A is �-saturated if all types over finite
subsets of A are realised in A.

The types in the definition are meant to be 1-types. On the other hand, it
is not hard to see that an �-saturated structure realises all n-types over finite
sets (see Exercise 4.3.9), for all n ≥ 1. The following lemma is a generalisation
of the ℵ0-categoricity of DLO. The proof is essentially the same, see p. 25.
Lemma 4.3.3. Two elementarily equivalent, countable and �-saturated struc-

tures are isomorphic.
Proof. Suppose A and B are as in the lemma. We choose enumerations
A = {a0, a1, . . . } and B = {b0, b1, . . . }. Then we construct an ascending
sequence f0 ⊆ f1 ⊆ · · · of finite elementary maps

fi : Ai → Bi
between finite subsets of A andB. We will choose the fi in such a way that A
is the union of the Ai and B the union of the Bi . The union of the fi is then
the desired isomorphism between A andB.
The empty map f0 = ∅ is elementary since A and B are elementarily

equivalent. Assume that fi is already constructed. There are two cases:

5“restriction of variables”.
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i = 2n: We will extend fi to Ai+1 = Ai ∪ {an}.Consider the type
p(x) = tp(an/Ai).

Sincefi is elementary,fi(p)(x) is inB a type overBi . SinceB is�-saturated,
there is a realisation b′ of this type. So for a ∈ Ai

A |= ϕ(an, a) ⇒ B |= ϕ(b′, fi(a)).
This shows that fi+1(an) = b′ defines an elementary extension of fi .
i = 2n + 1: We exchange A and B: since A is �-saturated, we find an
elementary map fi+1 with image Bi+1 = Bi ∪ {bn}. �
Proof of Theorem 4.3.1. Assume that there are only finitely many ϕ(x1,
. . . , xn) relative to T for every n. By Lemma 4.3.3 it suffices to show that all
models of T are �-saturated. Let M be a model of T and A an n-element
subset. If there are onlyN many formulas, up to equivalence, in the variables
x1, . . . , xn+1, there are, up to equivalence inM, atmostN manyL(A)-formulas
ϕ(x). Thus, each type p(x) ∈ S(A) is isolated (with respect to Th(MA)) by
a “smallest” formula ϕp(x). Each element of M which realises ϕp(x) also
realises p(x), soM is �-saturated.
Conversely, if there are infinitely many ϕ(x1, . . . , xn) modulo T for some n,

then – as the type space Sn(T ) is compact – there must be some non-isolated
type p. By the Omitting Types Theorem (4.1.2) there is a countable model
of T in which this type is not realised. On the other hand, there also exists a
countable model of T realizing this type. So T is not ℵ0-categorical. �

Remark 4.3.4. The proof shows that a countable complete theory with
infinite models is ℵ0-categorical if and only if all countable models are �-
saturated.

In Theorem 5.2.11 this characterisation will be extended to theories cate-
gorical in uncountable cardinalities.

Remark 4.3.5. Theproof ofLemma4.3.3 also shows that�-saturatedmod-
els are �-homogeneous in the following sense.

Definition 4.3.6. An L-structureM is �-homogeneous if for every elemen-
tary map f0 defined on a finite subset A of M and for any a ∈ M there is
some b ∈M such that

f = f0 ∪ {〈a, b〉}
is elementary.

Note that f = f0 ∪ {〈a, b〉} is elementary if and only if b realises
f0(tp(a/A)).
Corollary 4.3.7. Let A be a structure and a1, . . . , an elements of A. Then

Th(A) is ℵ0-categorical if and only if Th(A, a1, . . . , an) is ℵ0-categorical. �
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Examples. The following theories are ℵ0-categorical:
• Infset, the theory of infinite sets.
• For every finite field Fq , the theory of infinite Fq-vector spaces. (Indeed,
this theory is categorical in all infinite cardinals. This follows directly
from the fact that vector spaces over the same field and of the same
dimension are isomorphic.)

• The theory RG of the random graph (see Exercise 3.3.1): this follows
from Theorem 4.3.1 since RG has quantifier elimination and for any n
there are only finitely many graphs on n elements.

• The theory DLO of dense linear orders without endpoints. This follows
from Theorem 4.3.1 since DLO has quantifier elimination: for every n
there are only finitely many (say Nn) ways to order n (not necessarily
distinct) elements. For n = 2 for example there are the three possibilities
a1 < a2, a1 = a2 and a2 < a1. Each of these possibilities corresponds to
a complete formula �(x1, . . . , xn). Hence there are, up to equivalence,
exactly 2Nn many formulas ϕ(x1, . . . , xn).

Next we study the existence of countable �-saturated structures.

Definition 4.3.8. A theory T is small if Sn(T ) are at most countable for all
n < �.

A countable theory with at most countably many non-isomorphic at most
countable models is always small. The converse is not true.

Lemma 4.3.9. A countable6 complete theory is small if and only if it has a
countable �-saturated model.

Proof. If T has a finite model A, T is small and A is �-saturated. So we
may assume that T has infinite models.
If all types can be realised in a single countable model, there can be at most
countably many types.
If conversely all Sn+1(T ) are at most countable, then over any n-element

subset of a model of T there are at most countably many types. We construct
an elementary chain

A0 ≺ A1 ≺ · · ·

of models of T . For A0 we take any countable model. If Ai is already con-
structed, we use Corollary 2.2.9 and Theorem 2.3.1.1 to construct a countable
model Ai+1 in such a way that all types over finite subsets of Ai are realised in
Ai+1. This can be done since there are only countable many such types. The
union A =

⋃
i∈� Ai is countable and �-saturated since every type over a finite

subset B of A is realised in Ai+1 if B ⊆ Ai . �

6The statement is true even for uncountable L.
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Theorem 4.3.10 (Vaught). A countable complete theory cannot have exactly
two countable models.
Proof. We can assume thatT is small and not ℵ0-categorical. We will show

that T has at least three non-isomorphic countable models. First, T has an
�-saturated countable model A and there is a non-isolated type p(x), which
can be omitted in a countable modelB. Let p(x) be realised in A by a. Since
Th(A, a) is not ℵ0-categorical, Th(A, a) has a countable model (C, c) which is
not �-saturated. Then C is not �-saturated and therefore not isomorphic to
A. But C realises p(x) and is therefore not isomorphic toB. �
Exercise 4.3.5 shows that for any n �= 2, n ≤ �, there is a countable complete
theory with exactly n countable models. Vaught’s Conjecture states that if a
complete countable theory has fewer than continuum many countable non-
isomorphic models, the number of countable models is at most countable
(see [49] for a survey on what is currently known).

Exercise 4.3.1. 1. If T is ℵ0-categorical, then in any modelM the alge-
braic closure of a finite set is finite (see Definition p. 79). In particular,
M is locally finite, i.e., any substructure generated by a finite subset is
finite. (In many-sorted structures we mean that in each sort the trace of
the algebraic closure is finite.)

2. There is no ℵ0-categorical theory of fields, i.e., if T is a complete LRing-
theory containing Field, then T is not ℵ0-categorical.

Exercise 4.3.2. A theoryT is small exactly ifT has atmost countablymany
completions, each of which is small.

Exercise 4.3.3. Show that T is ℵ0-categorical if and only if Sn(T ) is finite
for all n.

Exercise 4.3.4. Write down a theory with exactly two countable models.

Exercise 4.3.5. Show that for every n > 2 there is a countable complete
theory with exactly n countable models. (Consider (Q, <, P0, . . . , Pn−2, c0, c1,
. . . ), where the Pi form a partition of Q into dense subsets and the ci are an
increasing sequence of elements of P0.)

Exercise 4.3.6. Give an example of an uncountable complete theory with
exactly one countable model which does not satisfy the conclusion of Theo-
rem 4.3.1.

Exercise 4.3.7. SupposeM is countable and ℵ0-categorical. Show that if
X ⊆Mn is invariant under all automorphisms ofM, then X is definable.

Exercise 4.3.8. Let M be a structure and assume that for some n only
finitely many n-types are realised in M. Then any structure elementarily
equivalent toM satisfies exactly the same n-types.
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Exercise 4.3.9. If A is �-saturated, all n-types over finite sets are realised.
More generally prove the following: If A is κ-saturated i.e., if all 1-types over
sets of cardinality less than κ are realised in A, then the same is true for all
n-types. See also Exercise 6.1.6.

Exercise 4.3.10. Show:
1. The theory of (R, 0,+) has exactly two 1-types but ℵ0 many 2-types.
2. The theory of (R, 0,+, <) has exactly three 1-types but 2ℵ0 many 2-types.

Exercise 4.3.11. Show that all models of an ℵ0-categorical theory are par-
tially isomorphic.

Exercise 4.3.12. Show that two countable partially isomorphic structures
are isomorphic.

Exercise 4.3.13. LetA be�-saturated. Show thatB is partially isomorphic
to A if and only ifB is �-saturated and elementarily equivalent to A.

4.4. The amalgamation method

In this section we will present one of the mainmethods for constructing new
and interesting examples of first order structures. It goes back to Fraı̈ssé, but
has more recently been modified by Hrushovski [28]. We here focus mainly on
the ℵ0-categorical examples and return to the fancier version in Section 10.4.
Definition 4.4.1. For any language L, the skeleton7 K of an L-structure

M is the class of all finitely-generated L-structures which are isomorphic to a
substructure ofM. We say that anL-structure M isK-saturated if its skeleton
is K and if for all A, B in K and all embeddings f0 : A → M and f1 : A → B
there is an embedding g1 : B → M with f0 = g1 ◦ f1.
Theorem 4.4.2. Let L be a countable language. Any two countable K-

saturated structures are isomorphic.
Proof. LetM and N be countable L-structures with the same skeleton K,
and assume thatM and N are K-saturated. As in the proof of Lemma 4.3.3
we construct an isomorphism betweenM andN as the union of an ascending
sequence of isomorphisms between finitely-generated substructures ofM and
N . This can be done because if f1 : A → N is an embedding of a finitely-
generated substructure A of M into N, and a is an element of M, then
by K-saturation f1 can be extended to an embedding g1 : A′ → N where
A′ = 〈Aa〉M. Now interchange the roles ofM and N. �
Remark 4.4.3. The proof shows that any countable K-saturated structure

M is ultrahomogeneous i.e., any isomorphism between finitely generated sub-
structures extends to an automorphism ofM.

7This is also called the age ofM.
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Theorem 4.4.4. Let L be a countable language and K a countable class of
finitely-generated L-structures. There is a countable K-saturated L-structure
M if and only if

a) (Heredity) If A0 belongs to K, then all elements of the skeleton of A0 also
belong to K.

b) (Joint Embedding) ForB0,B1 ∈ K there are some D ∈ K and embeddings
gi : Bi → D.

c) (Amalgamation) If A,B0,B1 ∈ K and fi : A → Bi , (i = 0, 1) are em-
beddings, there is some D ∈ K and two embeddings gi : Bi → D such that
g0 ◦ f0 = g1 ◦ f1.

A

B0 B1

D

�
�
���

�
�

���

�
�
���

�
�

���

f0 f1

g0 g1

In this case, M is unique up to isomorphism and is called the Fraı̈ssé limit
of K.
Proof. Let K be the skeleton of a countable K-saturated structure M.

Clearly, K has the Hereditary Property. To see that K has the Amalgamation
Property let A,B0,B1, f0 and f1 be as in c). We may assume thatB0 ⊆ M
and f0 is the inclusion map. Furthermore we can assume A ⊆ B1 and that
f1 is the inclusion map. Now the embedding g1 : B1 → M is the extension
of the isomorphism f0 : A → f0(A) toB1 and satisfies f0 = g1 ◦ f1. For D
we choose a finitely-generated substructure ofM which contains B0 and the
image of g1. For g0 : B0 → D take the inclusion map. The Joint Embedding
Property is proved similarly.
For the converse assume that K has properties a), b), and c). Choose an
enumeration (Bi)i∈� of all isomorphism types in K. We constructM as the
union of an ascending chain

M0 ⊆ M1 ⊆ · · · ⊆ M

of elements of K. Suppose thatMi is already constructed. If i = 2n is even,
we chooseMi+1 as the top of a diagram

Mi Bn

Mi+1

�
�
���

�
�

���
g0 g1
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where we can assume that g0 is the inclusion map. If i = 2n + 1 is odd, let A
and B from K and two embeddings f0 : A → Mi and f1 : A → B be given.
We constructMi+1 using the diagram

A

Mi B

Mi+1

�
�
���

�
�

���

�
�
���

�
�

���

f0 f1

g0 g1

To ensure thatM is K-saturated we have in the odd steps to make the right
choice of A, B, f0 and f1. Assume that we have A, B ∈ K and embeddings
f0 : A → M and f1 : A → B. For large j the image of f0 will be contained
in Mj . During the construction of the the Mi , in order to guarantee the
K-saturation ofM, we have to ensure that eventually, for some odd i ≥ j, the
embeddings f0 : A → Mi and f1 : A → B were used in the construction of
Mi+1. This canbedone since for each j there are – up to isomorphism–atmost
countably many possibilities. Thus there exists an embedding g1 : B → Mi+1

with f0 = g1 ◦ f1.
Clearly,K is the skeleton ofM: the finitely-generated substructures ofM are
the substructures of theMi . Since theMi belong toK, their finitely-generated
substructures also belong to K. On the other hand eachBn is isomorphic to
a substructure ofM2n+1.
Uniqueness follows from Theorem 4.4.2 �
For finite relational languages L, any non-empty finite subset is itself a
(finitely-generated) substructure. For such languages, the construction yields
ℵ0-categorical structures. We now take a closer look at ℵ0-categorical theories
with quantifier elimination in a finite relational language.

Remark 4.4.5. A complete theory T in a finite relational language with
quantifier elimination is ℵ0-categorical. So all its models are �-homogeneous
by Remarks 4.3.4 and 4.3.5.

Proof. For every n, there is only a finite number of non-equivalent quanti-
fier-free formulas (x1, . . . , xn). If T has quantifier elimination, this number
is also the number of all formulas ϕ(x1, . . . , xn) modulo T and so T is ℵ0-
categorical by Theorem 4.3.1. �
Clearly, if a theory has quantifier elimination, any isomorphism between
substructures is elementary. For relational languages we can say more.
Lemma 4.4.6. Let T be a complete theory in a finite relational language and

M an infinite model of T . The following are equivalent:
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a) T has quantifier elimination.
b) Any isomorphism between finite substructures is elementary.
c) The domain of any isomorphism between finite substructures can be extended
to any further element.
Proof. a)⇒ b) is clear.
b) ⇒ a): If any isomorphism between finite substructures ofM is elemen-
tary, all n-tuples a which satisfy inM the same quantifier-free type

tpqf(a) = {(x) | M |= (a), (x) quantifier-free}
satisfy the same simple existential formulas. We will show from this that
every simple existential formula ϕ(x1, . . . , xn) = ∃y (x1, . . . , xn, y) is, mod-
ulo T , equivalent to a quantifier-free formula. Let r1(x), . . . , rk−1(x) be the
quantifier-free types of all n-tuples in M which satisfy ϕ(x). Let i(x) be
equivalent to the conjunction of all formulas from ri(x). Then

T � ∀x
(
ϕ(x)↔

∨
i<k

i(x)
)
.

a)⇒ c): The theory T is ℵ0-categorical and hence all models are �-homo-
geneous. Since any isomorphism between finite substructures is elementary
by the equivalence of a) and b) the claim follows.
c) ⇒ b): If the domain of any finite isomorphism can be extended to any

further element, it is easy to see that every finite isomorphism is elementary. �
We have thus established the following.

Theorem 4.4.7. Let L be a finite relational language and K a class of finite
L-structures. If the Fraı̈ssé limit ofK exists, its theory is ℵ0-categorical and has
quantifier elimination.

Example. The class of finite linear orders obviously has the Amalgamation
Property. Their Fraı̈ssé limit is the dense linear order without endpoints.

Exercise 4.4.1. Show that two K-saturated structures are partially isomor-
phic.

Exercise 4.4.2. Prove Remark 4.4.3.

Exercise 4.4.3. Let K be the class of finite graphs. Show that its Fraı̈ssé
limit is the countable random graph. This yields another proof that the theory
of the random graph has quantifier elimination.

4.5. Prime models

Some, but not all, theories have models which are smallest in the sense that
they elementarily embed into any other model of the theory. For countable
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complete theories these are the models realizing only the ‘necessary’ types. If
they exist, they are unique and �-homogeneous.
In this section – unless explicitly stated otherwise – we let T be a countable
complete theory with infinite models.

Definition 4.5.1. Let T be a countable theory with infinite models, not
necessarily complete.

1. We call A0 a prime model of T if A0 can be elementarily embedded into
all models of T .

2. A structureA is called atomic if all n-tuples a of elements ofA are atomic.
This means that the types tp(a) are isolated in SAn (∅).

Prime models need not exist, see the example on p. 60. By Corollary 4.2.7,
a tuple a is atomic if and only if it satisfies a complete formula. For the
terminology see Lemma 4.2.6.
Since T has countable models, prime models must be countable and since
non-isolated types can be omitted in suitable models by Theorem 4.1.2, only
isolated types can be realised in prime models. Thus, one direction of the
following theorem is clear.

Theorem 4.5.2. A model of T is prime if and only if it is countable and
atomic.

Proof. As just noted, a prime model has to be countable and atomic. For
the converse letM0 be a countable and atomic model of T andM any model
of T . We construct an elementary embedding ofM0 toM as a union of an
ascending sequence of elementary maps

f : A→ B

between finite subsets A of M0 and B of M . We start with the empty map,
which is elementary sinceM0 andM are elementarily equivalent.
It is enough to show that every f can be extended to any given A ∪ {a}.
Let p(x) be the type of a over A and f(p) the image of p under f (see
Lemma 4.2.5). We will show that f(p) has a realisation b ∈ M . Then
f ∪ {〈a, b〉} is an elementary extension of f.
Let a be a tuple which enumerates the elements of A and ϕ(x, x) an L-
formula which isolates the type of aa. Then p is isolated by ϕ(x, a): clearly
ϕ(x, a) ∈ tp(a/a) and if (x, a) ∈ tp(a/a), we have (x, y) ∈ tp(a, a). This
impliesM0 |= ∀x, y (ϕ(x, y) → (x, y)) andM |= ∀x (ϕ(x, a) → (x, a)).
Thus f(p) is isolated by ϕ(x,f(a)) and, since ϕ(x,f(a)) can be realised in
M, so can be f(p). �
Theorem 4.5.3. All prime models of T are isomorphic.

Proof. Let M0 and M′
0 be two prime models. Since prime models are

atomic, elementarymaps between finite subsets ofM0 andM′
0 can be extended



60 4. Countable models

to all finite extensions. SinceM0 andM′
0 are countable, it follows exactly as

in the proof of Lemma 4.3.3 thatM0 andM′
0 are isomorphic. �

The previous proof also shows the following.
Corollary 4.5.4. Prime models are �-homogeneous.
Proof. LetM0 be prime and a any tuple of elements fromM0. By Theo-
rem 4.5.2, (M0, a) is a prime model of its theory. The claim follows now from
Theorem 4.5.3. �
Definition 4.5.5. The isolated types are dense in T if every consistent L-
formula �(x1, . . . , xn) belongs to an isolated type p(x1, . . . , xn) ∈ Sn(T ).
Remark 4.5.6. By Corollary 4.2.7 this definition is equivalent to asking
that every consistent L-formula �(x1, . . . , xn) contains a complete formula
ϕ(x1, . . . , xn):

T � ∀x (ϕ(x)→ �(x)).
Theorem 4.5.7. T has a prime model if and only if the isolated types are
dense.
Proof. Suppose T has a prime model M (so M is atomic by Theorem
4.5.2). Since consistent formulas �(x) are realised in all models of T , �(x) is
realised by an atomic tuple a and �(x) belongs to the isolated type tp(a).
For the other direction notice that a structureM0 is atomic if and only if
for all n the set

Σn(x1, . . . , xn) = {¬ϕ(x1, . . . , xn) | ϕ(x1, . . . , xn) complete}
is not realised inM0. Hence, by Corollary 4.1.3, it is enough to show that the
Σn are not isolated in T . This is the case if and only if for every consistent
�(x1, . . . , xn) there is a complete formulaϕ(x1, . . . , xn) withT �� ∀x (�(x)→
¬ϕ(x)). Since ϕ(x) is complete, this is equivalent to T � ∀x (ϕ(x)→ �(x)).
We conclude that Σn is not isolated if and only if the isolated n-types are
dense. �
Notice that the last part shows in fact the equivalence directly. (Because if Σn
is isolated for some n, then it is realised in every model and no atomic model
can exist.)

Example. LetL be the language having a unary predicatePs for every finite
0–1-sequence s ∈ <�2. The axioms of Tree say that the Ps, s ∈ <�2, form a
binary decomposition of the universe:

• ∀x P∅(x)
• ∃x Ps(x)
• ∀x ((Ps0(x) ∨ Ps1(x))↔ Ps(x))
• ∀x ¬(Ps0(x) ∧ Ps1(x)).

Tree is complete and has quantifier elimination. There are no complete for-
mulas and no prime model.
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Definition 4.5.8. A family of formulas ϕs(x), s ∈ <�2, is a binary tree if
for all s ∈ <�2 the following holds:
a) T � ∀x

(
(ϕs0(x) ∨ ϕs1(x))→ ϕs(x)

)
b) T � ∀x ¬

(
ϕs0(x) ∧ ϕs1(x)

)
.

Theorem 4.5.9. Let T be a complete theory.
1. If T is small, it has no binary tree of consistent L-formulas. If T is
countable, the converse holds as well.

2. If T has no binary tree of consistent L-formulas, the isolated types are
dense.

Proof. 1. Let
(
ϕs(x1, . . . , xn)

)
be a binary tree of consistent formulas.

Then, for all � ∈ �2, the set {
ϕs(x)

∣∣ s ⊆ �}
is consistent and therefore is contained in some type p�(x) ∈ Sn(T ). The
p�(x) are all different showing that T is not small. We leave the converse as
Exercise 4.5.1.
2. If the isolated types are not dense, there is a consistent ϕ(x1, . . . , xn)

which does not contain a complete formula. Call such a formula perfect.
Since perfect formulas are not complete, they can be decomposed into disjoint8

consistent formulas, which again have to be perfect. This allows us to construct
a binary tree of perfect formulas. �

Exercise 4.5.1. Countable theories without a binary tree of consistent for-
mulas are small.

Exercise 4.5.2. Show that isolated types being dense is equivalent to iso-
lated types being (topologically) dense in the Stone space Sn(T ).

Exercise 4.5.3. Let T be the theory of (R, <,Q) where Q is a predicate for
the rational numbers. Does T have a prime model?

8We call two formulas disjoint if their conjunction is not consistent with T .





Chapter 5

ℵ1-CATEGORICAL THEORIES

We have already seen examples of ℵ0-categorical theories (e.g., the theory of
dense linear orderings without endpoints) and of theories categorical in all
infinite κ (e.g., the theory of infinite dimensional vector spaces over finite
fields) and all uncountably infinite κ (e.g., the theory of algebraically closed
fields of fixed characteristic).
The aim of this chapter is to understand the structure ofℵ1-categorical theo-
ries and to prove, in Corollary 5.8.2, Morley’s theorem that a countable theory
categorical in some uncountable cardinality is categorical in all uncountable
cardinalities (but not necessarily countably categorical).
As in the case of ℵ0-categorical theories, we will see that the number of
complete types in an ℵ1-categorical theory is rather small (the theory is �-
stable) albeit not always finite. We will define a geometry associated to a
strongly minimal set whose dimension determines the isomorphism type of a
model of such a theory. This then implies Morley’s theorem.

5.1. Indiscernibles

In this section we begin with a few facts about ‘indiscernible’ elements. We
will see that structures generated by them realise only few types.

Definition 5.1.1. Let I be a linear order and A an L-structure. A family
(ai)i∈I of elements1 of A is called a sequence of indiscernibles if for all L-
formulas ϕ(x1, . . . , xn) and all i1 < · · · < in and j1 < · · · < jn from I

A |= ϕ(ai1 , . . . , ain )↔ ϕ(aj1 , . . . , ajn ).

If two of the ai are equal, all ai are the same. Therefore it is often assumed
that the ai are distinct.
Sometimes sequences of indiscernibles are also called order indiscernible to

distinguish them from totally indiscernible sequences in which the ordering of
the index set does not matter. However, in stable theories (see Section 5.2 and

1or, more generally, of tuples of elements, all of the same length.
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Chapter 8), these notions coincide. So if nothing else is said, indiscernible
elements will always be order indiscernible in the sense just defined.

Definition 5.1.2. Let I be an infinite linear order and I = (ai)i∈I a se-
quence of k-tuples inM,A ⊆M . TheEhrenfeucht–Mostowski typeEM(I/A)
of I overA is the set ofL(A)-formulasϕ(x1, . . . , xn) withM |= ϕ(ai1 , . . . , ain )
for all i1 < · · · < in ∈ I , n < �.

Lemma 5.1.3 (The Standard Lemma). Let I and J be two infinite linear or-
ders and I = (ai)i∈I a sequence of elements of a structure M. Then there
is a structure N ≡ M with an indiscernible sequence (bj)j∈J realizing the
Ehrenfeucht–Mostowski type EM(I) of I.
Corollary 5.1.4. Assume that T has an infinite model. Then, for any linear
order I , T has a model with a sequence (ai)i∈I of distinct indiscernibles. �
For the proof of the Standard Lemma we need Ramsey’s Theorem. Let
[A]n denote the set of all n-element subsets of A.

Theorem 5.1.5 (Ramsey). Let A be infinite and n ∈ �. Partition the set of
n-element subsets [A]n into subsets C1, . . . , Ck . Then there is an infinite subset
of A whose n-element subsets all belong to the same subset Ci .

Proof. Thinking of the partition as a colouring on [A]n, we are looking
for an infinite subset B of A such that [B]n is monochromatic. We prove the
theorem by induction on n. For n = 1, the statement is evident from the
pigeonhole principle. Assuming the theorem is true for n, we now prove it
for n + 1. Let a0 ∈ A. Then any colouring of [A]n+1 induces a colouring
of the n-element subsets of A′ = A \ {a0}: just colour x ∈ [A′]n by the
colour of {a0} ∪ x ∈ [A]n+1. By the induction hypothesis, there exists an
infinite monochromatic subset B1 of A′ in the induced colouring. Thus, all
the (n + 1)-element subsets of A consisting of a0 and n elements of B1 have
the same colour. Now pick any a1 ∈ B1. By the same argument we obtain an
infinite subsetB2 ofB1 with the sameproperties. Inductively, we thus construct
an infinite sequence A = B0 ⊃ B1 ⊃ B2 ⊃ · · · , and elements ai ∈ Bi \ Bi+1
such that the colour of each (n+1)-element subset {ai(0), ai(1), . . . , ai(n)}with
i(0) < i(1) < · · · < i(n) depends only on the value of i(0). Again by the
pigeonhole principle there are infinitely many values of i(0) for which this
colour will be the same. These ai(0) then yield the desired monochromatic
set. �
Proof of Lemma 5.1.3. Choose a set C of new constants with an ordering

isomorphic to J . Consider the theories

T ′ = {ϕ(c) | ϕ(x) ∈ EM(I)} and
T ′′ = {ϕ(c)↔ ϕ(d ) | c, d ∈ C}.
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Here the ϕ(x) are L-formulas and c, d tuples in increasing order. We have to
show that T ∪ T ′ ∪ T ′′ is consistent. It is enough to show that

TC0,Δ = T ∪ {ϕ(c) ∈ T ′ | c ∈ C0} ∪
{
ϕ(c)↔ ϕ(d̄ )

∣∣ ϕ(x) ∈ Δ, c, d̄ ∈ C0
}

is consistent for finite sets C0 and Δ. We can assume that the elements of Δ
are formulas with free variables x1, . . . , xn and that all tuples c and d̄ have the
same length n.
For notational simplicity we assume that all ai are different. So we may

considerA = {ai | i ∈ I } as an ordered set. We define an equivalence relation
on [A]n by

a ∼ b ⇔ M |= ϕ(a)↔ ϕ(b) for all ϕ(x1, . . . , xn) ∈ Δ
where a, b are tuples in increasing order. Since this equivalence relation has at
most 2|Δ| many classes, by Ramsey’s Theorem there is an infinite subset B of
A with all n-element subsets in the same equivalence class. We interpret the
constants c ∈ C0 by elements bc in B ordered in the same way as the c. Then
(M, bc)c∈C0 is a model of TC0,Δ. �
Lemma 5.1.6. Assume L is countable. If the L-structure M is generated by
a well-ordered sequence (ai) of indiscernibles, then M realises only countably
many types over every countable subset ofM .
Proof. If A = {ai | i ∈ I }, then every element b of M has the form
b = t(a), where t is an L-term and a is a tuple from A.
Consider a countable subset S ofM . Write

S = {tMn (an) | n ∈ �}.
Let A0 = {ai | i ∈ I0} be the (countable) set of elements of A which occur
in the an. Then every type tp(b/S) is determined by tp(b/A0) since every
L(S)-formula

ϕ
(
x, tMn1 (a

n1
)
, . . . )

can be replaced by the L(A0)-formula ϕ(x, tn1 (a
n1 ), . . . ).

Now the type of b = t(a) over A0 depends only on t(x) (countably many
possibilities) and the type tp(a/A0). Write a = aī for a tuple ī from I . Since
the ai are indiscernible, the type depends only on the quantifier-free type
tpqf(ī/I0) in the structure (I,<). This type again depends on tpqf(ī) (finitely
many possibilities) and on the types p(x) = tpqf(i/I0) of the elements i of ī .
There are three kinds of such types:
1. i is bigger than all elements of I0.
2. i is an element i0 of I0.
3. For some i0 ∈ I0, i is smaller than i0 but bigger than all elements of

{j ∈ I0 | j < i0}.
There is only one type in the first case, in the other cases the type is determined
by i0. This results in countably many possibilities for each component of ī . �
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Definition 5.1.7. Let L be a language. A Skolem theory Skolem(L) is a
theory in a bigger language LSkolem with the following properties:

a) Skolem(L) has quantifier elimination.
b) Skolem(L) is universal.
c) Every L-structure can be expanded to a model of Skolem(L).
d) |LSkolem| ≤ max(|L|,ℵ0).

Theorem 5.1.8. Every language L has a Skolem theory.
Proof. We define an ascending sequence of languages

L = L0 ⊆ L1 ⊆ L2 ⊆ · · · ,
by introducing for every quantifier-free Li -formula ϕ(x1, . . . , xn, y) a new n-
place Skolem function2 fϕ and defining Li+1 as the union of Li and the set of
these function symbols. The language LSkolem is the union of all Li . We now
define the Skolem theory as

Skolem =
{
∀x
(
∃y ϕ(x, y)→ ϕ(x,fϕ(x))

) ∣∣∣ ϕ(x, y) q.f. LSkolem-formula}.
�

Corollary 5.1.9. Let T be a countable theory with an infinite model and let
κ be an infinite cardinal. Then T has a model of cardinality κ which realises
only countably many types over every countable subset.
Proof. Consider the theory T ∗ = T ∪ Skolem(L). Then T ∗ is countable,

has an infinite model and quantifier elimination.
Claim. T ∗ is equivalent to a universal theory.
Proof of Claim. Modulo Skolem(L) every axiom ϕ of T is equivalent
to a quantifier-free LSkolem-sentence ϕ∗. Therefore T ∗ is equivalent to the
universal theory {ϕ∗ | ϕ ∈ T} ∪ Skolem(L). �
Let I be a well-ordering of cardinality κ and N∗ a model of T ∗ with
indiscernibles (ai)i∈I . The claim implies that the substructureM∗ generated
by the ai is a model of T ∗ andM∗ has cardinality κ. Since T ∗ has quantifier
elimination,M∗ is an elementary substructure of N∗ and (ai) is indiscernible
in M∗. By Lemma 5.1.6, there are only countably many types over every
countable set realised in M∗. The same is then true for the reduct M =
M∗ � L. �

Exercise 5.1.1. A sequence of elements in (Q, <) is indiscernible if and only
if it is either constant, strictly increasing or strictly decreasing.

Exercise 5.1.2. Prove Ramsey’s Theorem 5.1.5 by induction on n similarly
to the proof of C.3.2 using a non-principal ultrafilter on A. (For ultrafilters
see Exercise 1.2.4. An ultrafilter is non-principal if it contains no finite sets.)

2If n = 0, fϕ is a constant.
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5.2. �-stable theories

In this section we fix a complete theory T with infinite models.
In the previous section we saw that we may add indiscernible elements to a
model without changing the number of realised types. We will now use this
to show that ℵ1-categorical theories have a small number of types, i.e., they
are �-stable. Conversely, with few types it is easier to be saturated and since
saturated structures are unique we find the connection to categorical theories.

Definition 5.2.1. Let κ be an infinite cardinal. We say T is κ-stable if in
each model of T , over every set of parameters of size at most κ, and for each
n, there are at most κ many n-types, i.e.,

|A| ≤ κ ⇒ | Sn(A)| ≤ κ.

Note that ifT is κ-stable, then – up to logical equivalence – we have |T | ≤ κ,
see Exercise 5.2.6.
Lemma 5.2.2. T is κ-stable if and only if T is κ-stable for 1-types, i.e.,

|A| ≤ κ ⇒ | S(A)| ≤ κ.
Proof. Assume that T is κ-stable for 1-types. We show that T is κ-stable
for n-types by induction on n. Let A be a subset of the model M and
|A| ≤ κ. We may assume that all types over A are realised inM. Consider
the restriction map � : Sn(A) → S1(A). By assumption the image S1(A) has
cardinality at most κ. Every p ∈ S1(A) has the form tp(a/A) for some a ∈M .
By Exercise 4.2.5 the fibre �−1(p) is in bijection with Sn−1(aA) and so has
cardinality at most κ by induction. This shows | Sn(A)| ≤ κ. �

Example 5.2.3 (Algebraically closed fields). The theories ACFp for p a
prime or 0 are κ-stable for all κ.

Note that by Theorem 5.2.6 below it would suffice to prove that the theories
ACFp are �-stable. The converse holds as well: any infinite �-stable field is in
fact algebraically closed (see [38]).
Proof. Let K be a subfield of an algebraically closed field. By quantifier

elimination the type of an element a overK is determined by the isomorphism
type of the extension K [a]/K . If a is transcendental over K , K [a] is isomor-
phic to the polynomial ring K [X ]. If a is algebraic with minimal polynomial
f ∈ K [X ], thenK [a] is isomorphic toK [X ]/(f). So there is one more 1-type
over K than there are irreducible polynomials. �
That ACFp is κ-stable for n-types has a direct algebraic proof: the iso-
morphism type of K [a1, . . . , an]/K is determined by the vanishing ideal P
of a1, . . . , an (see Lemma B.3.6). By Hilbert’s Basis Theorem, P is finitely
generated. So, if K has cardinality κ, the polynomial ring K [X1, . . . , Xn] has
only κ many ideals.
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Theorem 5.2.4. A countable theory T which is categorical in an uncountable
cardinal κ is �-stable 3.

Proof. Let N be a model and A ⊆ N countable with S(A) uncountable.
Let (bi)i∈I be a sequence of ℵ1 many elements with pairwise distinct types
over A. (Note that we can assume that all types over A are realised inN.) We
choose first an elementary substructureM0 of cardinality ℵ1 which contains
A and all bi . Then we choose an elementary extensionM ofM0 of cardinality
κ. The modelM is of cardinality κ and realises uncountably many types over
the countable set A. By Corollary 5.1.9, T has another model in which this is
not the case. So T cannot be κ-categorical. �

Definition 5.2.5. A countable theory T is totally transcendental if it has no
modelM with a binary tree of consistent L(M )-formulas.

Theorem 5.2.6. 1. �-stable theories are totally transcendental.
2. Totally transcendental theories are κ-stable for all κ ≥ |T |.
It follows that a countable theory T is �-stable if and only if it is totally
transcendental.

Proof. 1. Let M be a model with a binary tree of consistent L(M )-
formulas with free variables among x1, . . . , xn. The setA of parameters which
occur in the tree’s formulas is countable but Sn(A) has cardinality 2ℵ0 . (see
Theorem 4.5.9).
2. Assume that there are more than κ many n-types over some set A of
cardinality κ. Let us call an L(A)-formula ϕ(x) big if it belongs to more than
κ many types over A and thin otherwise. By assumption the true formula is
big. If we can show that each big formula decomposes into two big formulas,
we can construct a binary tree of big formulas, which finishes the proof.
So assume that ϕ is big. Since each thin formula belongs to at most κ
types and since there are at most κ formulas, there are at most κ types which
contain thin formulas. Therefore ϕ belongs to two distinct types p and q
which contain only big formulas. If we separate p and q by � ∈ p and
¬� ∈ q, we decompose ϕ into the big formulas ϕ ∧ � and ϕ ∧ ¬�. �
The proof and Lemma 5.2.2 show that T is totally transcendental if and
only if there is no binary tree of consistent formulas in one free variable. This
is clear for countable T ; the general case follows from Exercise 5.2.5.
The following definition generalises the notion of �-saturation.

Definition 5.2.7. Let κ be an infinite cardinal. An L-structure A is κ-
saturated if in A all types over sets of cardinality less than κ are realised. An
infinite structure A is saturated if it is |A|-saturated.

3�-stable and ℵ0-stable are synonymous.
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Even though saturation requires only that 1-types are realised, as in the
�-saturated case this easily implies that all n-types are realised as well (see
Exercise 4.3.9).
Lemma 4.3.3 generalises to sets.

Lemma 5.2.8. Elementarily equivalent saturated structures of the same car-
dinality are isomorphic.

Proof. Let A and B be elementarily equivalent saturated structures each
of cardinality κ. We choose enumerations (aα)α<κ and (bα)α<κ of A and
B and construct an increasing sequence of elementary maps fα : Aα → Bα .
Assume that the f� are constructed for all � < α. The union of the f� is an
elementary map f∗

α : A
∗
α → B∗

α . The construction will imply that A
∗
α and B

∗
α

have cardinality at most |α|, which is smaller than κ.
We write α = 
+ n (as in p. 187) and distinguish two cases:
n = 2i : In this case we consider p(x) = tp(a
+i /A∗

α). Realise f
∗
α(p) by

b ∈ B and define

fα = f∗
α ∪ {〈a
+i , b〉}.

n = 2i + 1: Similarly. We find an extension

fα = f∗
α ∪ {〈a, b
+i〉}.

Then
⋃
α<κ fα is the desired isomorphism between A andB. �

Lemma 5.2.9. If T is κ-stable, then for all regular 
 ≤ κ there is a model of
cardinality κ which is 
-saturated.

Proof. By Exercise 5.2.6 we may assume that |T | ≤ κ. Consider a model
M of cardinality κ. Since S(Mα) has cardinality κ, Corollary 2.2.9 and the
Löwenheim–Skolem Theorem give an elementary extension of cardinality κ
in which all types over M are realised. So we can construct a continuous
elementary chain

M0 ≺ M1 · · · ≺ Mα ≺ · · · (α < 
),

of models of T with cardinality κ such that all p ∈ S(Mα) are realised in
Mα+1. LetM be the union of this chain. ThenM is 
-saturated. In fact, if
|A| < 
 and if a ∈ A is contained inMα(a) then Λ =

⋃
a∈A α(a) is an initial

segment of 
 of smaller cardinality than 
. So Λ has an upper bound � < 
.
It follows that A ⊆M� and all types over A are realised inM�+1. �

Remark 5.2.10. IfT isκ-stable for a regular cardinalκ, the previous lemma
yields a saturated model of cardinality κ. Harnik [22] showed that this holds
in fact for arbitrary κ. See also Corollary 6.1.3 formore general constructions.

Theorem 5.2.11. A countable theory T is κ-categorical if and only if all
models of cardinality κ are saturated.
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Proof. If all models of cardinality κ are saturated, it follows from Lemma
5.2.8 that T is κ-categorical.
Assume, for the converse, that T is κ-categorical. For κ = ℵ0 the theorem

follows from (the proof of) Theorem 4.3.1. So we may assume that κ is
uncountable. Then T is totally transcendental by Theorems 5.2.4 and 5.2.6
and therefore κ-stable by Theorem 5.2.6.
By Lemma 5.2.9, all models of T of cardinality κ are �+-saturated for all

� < κ. i.e., κ-saturated. �
Exercise 5.2.1. Use Exercise 8.2.8 to show that a theory with an infinite
definable linear ordering (like DLO and RCF) cannot be κ-stable for any κ.

Exercise 5.2.2. Show that the theory of an equivalence relation with two
infinite classes has quantifier elimination and is �-stable. Is it ℵ1-categorical?
Exercise 5.2.3. Let L be at most countable, A0,A1, . . . a sequence of L-
structures and F a non-principal ultrafilter on �. Show that

∏
i<� Ai /F is

ℵ1-saturated. If we assume the Continuum Hypothesis, this implies that if A
and B are two countable and elementarily equivalent L-structures, the two
ultrapowers A�/F andB�/F are isomorphic.
Shelah has shown in [52] that for any two elementarily equivalent structures
there is a set I and an ultrafilter F on I such that AI /F and BI /F are
isomorphic.

Exercise 5.2.4. IfA isκ-saturated, then all definable subsets are either finite
or have cardinality at least κ.

Exercise 5.2.5. If T is an L-theory andK is a sublanguage of L, the reduct
T � K is the set of all K–sentences which follow from T . Show that T is
totally transcendental if and only if T � K is�-stable for all at most countable
K ⊆ L.
Exercise 5.2.6. If T is κ-stable, then essentially (i.e., up to logical equiva-
lence) |T | ≤ κ.

5.3. Prime extensions

As with prime models, prime extensions are the smallest ones in the sense
of elementary embeddings. We will see here (and in Sections 9.2 and 9.3) that
prime extensions, if they exist, share a number of important properties with
prime models.

Definition 5.3.1. LetM be a model of T and A ⊆M .
1. M is a prime extension of A (or prime over A) if every elementary map
A→ N extends to an elementary mapM → N.
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A

M N

�

�
�
�
��	

�

idA

2. B ⊆M is constructible over A if B has an enumeration
B = {bα | α < 
},

where each bα is atomic over A ∪ Bα, with Bα = {b� | � < α}.

So M is a prime extension of A if and only if MA is a prime model of
Th(MA).
Notice the following.

Lemma 5.3.2. If a modelM is constructible over A, thenM is prime over A.
Proof. Let (mα)α<
 an enumeration of M , such that each mα is atomic
overA∪Mα . Let f : A→ N be an elementary map. We define inductively an
increasing sequence of elementary maps fα : A ∪Mα+1 → N with f0 = f.
Assume that f� is defined for all � < α. The union of these f� is an
elementary map f′

α : A ∪Mα → N. Since p(x) = tp(aα/A ∪Mα) is isolated,
f′
α(p) ∈ S(f′

α(A ∪Mα)) is also isolated and has a realisation b in N. We set
fα = f′

α ∪ {〈aα, b〉}.
Finally, the union of all fα (α < 
) is an elementary embedding M →

N. �
We will see below that in totally transcendental theories prime extensions
are atomic.

Theorem 5.3.3. If T is totally transcendental, every subset of a model of T
has a constructible prime extension.
We will see in Section 9.2 that in totally transcendental theories, prime
extensions are unique up to isomorphism (see Theorem 4.5.3).
For the proofwe need the following lemmawhich generalises Theorem4.5.7.

Lemma 5.3.4. If T is totally transcendental, the isolated types are dense over
every subset of any model.
Proof. Consider a subset A of a modelM. Then Th(MA) has no binary

tree of consistent formulas. By Theorem 4.5.9, the isolated types in Th(MA)
are dense. �
We can now prove Theorem 5.3.3.

Proof. By Lemma 5.3.2 it suffices to construct an elementary substructure
M0 ≺ M which contains A and is constructible over A. An application of
Zorn’s Lemma gives us a maximal construction (aα)α<
, which cannot be
prolonged by an element a
 ∈M \A
. ClearlyA is contained inA
. We show
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that A
 is the universe of an elementary substructureM0 using Tarski’s Test.
So assume that ϕ(x) is an L(A
)-formula andM |= ∃x ϕ(x). Since isolated
types over A
 are dense by Lemma 5.3.4, there is an isolated p(x) ∈ S(A
)
containing ϕ(x). Let b be a realisation of p(x) in M. We can prolong our
construction by a
 = b; thus b ∈ A
 by maximality and ϕ(x) is realised
in A
. �
To prove that in totally transcendental theories prime extensions are atomic,
we need the following.
Lemma 5.3.5. Let a and b be two finite tuples of elements of a structureM.
Then tp(ab) is atomic if and only if tp(a/b) and tp(b) are atomic.
Proof. First assume that ϕ(x, y) isolates tp(a, b). As in the proof of The-
orem 4.5.2, ϕ(x, b) isolates tp(a/b) and we claim that ∃x ϕ(x, y) isolates
p(y) = tp(b): we have ∃x ϕ(x, y) ∈ p(y) and if �(y) ∈ p(y), then

M |= ∀x, y (ϕ(x, y)→ �(y)).
HenceM |= ∀y (∃xϕ(x, y)→ �(y)).
Now, conversely, assume that (x, b) isolates tp(a/b) and that �(y) isolates
p(y) = tp(b). Then (x, y) ∧ �(y) isolates tp(a, b). For, clearly, we have
(x, y) ∧ �(y) ∈ tp(a, b). If, on the other hand, ϕ(x, y) ∈ tp(a, b), then
ϕ(x, b) belongs to tp(a/b) and

M |= ∀x ((x, b)→ ϕ(x, b)).
Hence

∀x ((x, y)→ ϕ(x, y)) ∈ p(y)
and it follows that

M |= ∀y (�(y)→ ∀x ((x, y)→ ϕ(x, y))).
ThusM |= ∀x, y ((x, y) ∧ �(y)→ ϕ(x, y)). �
Corollary 5.3.6. Constructible extensions are atomic.
Proof. LetM0 be a constructible extension of A and let a be a tuple from

M0. We have to show that a is atomic over A. We can clearly assume that
the elements of a are pairwise distinct and do not belong to A. We can also
permute the elements of a so that

a = aαb

for some tuple b ∈ Aα . Let ϕ(x, c) be an L(Aα)-formula which is complete
over Aα and satisfied by aα . Then aα is also atomic over A ∪ {bc}. Using
induction, we know that bc is atomic over A. By Lemma 5.3.5 applied
to (M0)A, aαbc is atomic over A, which implies that a = aαb is atomic
over A. �
Corollary 5.3.7. IfT is totally transcendental, prime extensions are atomic.
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Proof. Let M be a model of T and A ⊆ M . Since A has at least one
constructible extensionM0 and since all prime extensions of A are contained
inM0

4, all prime extensions are atomic. �
A structure M is called a minimal extension of the subset A if M has no

proper elementary substructure which contains A.

Lemma 5.3.8. LetM be amodel ofT andA ⊆M . IfA has a prime extension
and aminimal extension, they are isomorphic overA, i.e., there is an isomorphism
fixing A elementwise.

Proof. A prime extension embeds elementarily in the minimal extension.
This embedding must be surjective by minimality. �

Exercise 5.3.1. For Theorem 5.3.3 we used only that isolated types are
dense in all S1(A). Prove for arbitrary T that this implies that the isolated
types are dense in all Sn(A).

Exercise 5.3.2. For every countable T the following are equivalent (see
Theorem 4.5.7):

a) Every parameter set has a prime extension. (We say that T has prime
extensions.)

b) Over every countable parameter set the isolated types are dense.
c) Over every parameter set the isolated types are dense.

Exercise 5.3.3. Lemma 5.3.5 follows from Exercise 4.2.5 and the following
observation: let � : X → Y be a continuous open map between topological
spaces. Then a point x ∈ X is isolated if and only if �(x) is isolated in Y and
x is isolated in �−1(�(x)).

5.4. Lachlan’s Theorem

Using the fact (established in Section 5.2) that uncountably categorical
theories are totally transcendental, we will prove the downward direction
of Morley’s theorem. We use Lachlan’s result that, in totally transcendental
theories,models have arbitrary large elementary extensions realizing few types.

Theorem 5.4.1 (Lachlan). ([2] Lemma 10) Let T be totally transcendental
and M an uncountable model of T . ThenM has arbitrarily large elementary
extensions which omit every countable set of L(M )-formulas that is omitted
inM.

Proof. For the proof, we call an L(M )-formula ϕ(x) large if its realisation
setϕ(M) is uncountable. Since there is no infinite binary tree of large formulas,

4More precisely, they are isomorphic over A to elementary substructures ofM0.
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there exists a minimal large formula ϕ0(x). This means that for every L(M )-
formula �(x) either ϕ0(x) ∧ �(x) or ϕ0(x) ∧ ¬�(x) is at most countable.
Now it is easy to see that

p(x) = {�(x) | ϕ0(x) ∧ �(x) large}

is a type in S(M ).
Clearly p(x) contains no formula of the form x .= a for a ∈ M , so p(x)
is not realised in M . On the other hand, every countable subset Π(x) of
p(x) is realised in M: since ϕ0(M) \ �(M) is at most countable for every
�(x) ∈ Π(x), the elements of ϕ0(M) which do not belong to the union of
these sets realise Π(x).
Let a be a realisation of p(x) in a (proper) elementary extension N. By
Theorem 5.3.3 we can assume that N is atomic overM ∪ {a}.
Fix b ∈ N . We have to show that every countable subset Σ(y) of tp(b/M )
is realised inM .
Let �(x, y) be anL(M )-formula such that �(a, y) isolates q(y) = tp(b/M∪

{a}). If b realises anL(M )-formula �(y), we haveN |= ∀y (�(a, y)→ �(y)).
Hence the formula

�∗(x) = ∀y (�(x, y)→ �(y))

belongs to p(x). Note that ∃y �(x, y) belongs also to p(x).
Choose an element a′ ∈M which satisfies

{�∗(x) | � ∈ Σ} ∪ {∃y �(x, y)}

and choose b′ ∈ M withM |= �(a′, b′). Since �∗(a′) is true inM, �(b′) is
true inM. So b′ realises Σ(y).
We have shown thatM has a proper elementary extension which realises no
new countable set of L(M )-formulas. By iteration we obtain arbitrarily long
chains of elementary extensions with the same property. �
The corollary is the downwards part of Morley’s Theorem, p. 63.

Corollary 5.4.2. A countable theory which is κ-categorical for some un-
countable κ, is ℵ1-categorical.
Proof. Let T be κ-categorical and assume that T is not ℵ1-categorical.
Then T has a model M of cardinality ℵ1 which is not saturated. So there
is a type p over a countable subset of M which is not realised in M. By
Theorems 5.2.4 and 5.2.6 T is totally transcendental. Theorem 5.4.1 gives an
elementary extension N ofM of cardinality κ which omits all countable sets
of formulas which are omitted inM. Thus also p is omitted. Since N is not
saturated, T is not κ-categorical, a contradiction. �

Exercise 5.4.1. Prove in a similarway: if a countable theoryT isκ-categori-
cal for some uncountable κ, it is 
-categorical for every uncountable 
 ≤ κ.
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5.5. Vaughtian pairs

A crucial fact about uncountably categorical theories is the absence of
definable sets whose size is independent of the size of the model in which they
live (captured in the notion of a Vaughtian pair). In fact, in an uncountably
categorical theory each model is prime over any infinite definable subset.
This will allow us in Section 5.7 to attach a dimension to the models of an
uncountably categorical theory. In this section, T is a countable complete
theory with infinite models.

Definition 5.5.1. We say thatT has aVaughtian pair if there are twomodels
M ≺ N and an L(M )-formula ϕ(x) such that

a) M �= N,
b) ϕ(M) is infinite,
c) ϕ(M) = ϕ(N).

If ϕ(x) does not contain parameters, we say that T has a Vaughtian pair for
ϕ(x).

Remark. Notice that T does not have a Vaughtian pair if and only if every
model M is a minimal extension of ϕ(M) ∪ A for any formula ϕ(x) with
parameters in A ⊆M which defines an infinite set inM.

Let N be a model of T where ϕ(N) is infinite but has smaller cardinality
thanN. The Löwenheim–Skolem Theorem yields an elementary substructure
M of N which contains ϕ(N) and has the same cardinality as ϕ(N). Then
M ≺ N is a Vaughtian pair for ϕ(x). The next theorem shows that a converse
of this observation is also true.

Theorem 5.5.2 (Vaught’s Two-cardinal Theorem). If T has a Vaughtian
pair, it has a modelM of cardinality ℵ1 with ϕ(M) countable for some formula
ϕ(x) ∈ L(M̄ ).
For the proof of Theorem 5.5.2 we need the following.

Lemma 5.5.3. Let T be complete, countable, and with infinite models.

1. Every countable model of T has a countable �-homogeneous elementary
extension.

2. The union of an elementary chain of �-homogeneous models is �-homo-
geneous.

3. Two�-homogeneous countable models of T realizing the same n-types for
all n < � are isomorphic.

Proof. 1. Let M0 be a countable model of T . We realise the countably
many types

{f(tp(a/A)) | a,A ⊆M0, A finite, f : A→M0 elementary}
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in a countable elementary extensionM1. By iterating this process we obtain
an elementary chain

M0 ≺ M1 ≺ · · · ,
whose union is �-homogeneous.
2. Clear.
3. Suppose A and B are �-homogeneous, countable and realise the
same n-types. We show that we can extend any finite elementary map
f : {a1, . . . , ai} → {b1, . . . , bi}; aj  → bj to any a ∈ A \ Ai . Realise the
type tp(a1, . . . , ai , a) by some tuple b′ = b′1, . . . , b

′
i+1 in B . Using the �-

homogeneity ofB wemay extend the finite partial isomorphism g = {(b′j , bj) |
1 ≤ j ≤ i} by (b′i+1, b) for some b ∈ B . Then fi+1 = fi ∪ {(a, b)} is the
required extension. Reversing the roles of B and A we construct the desired
isomorphism. �
Proof. (of Theorem 5.5.2) Suppose that the Vaughtian pair is witnessed

(in certain models) by some formula ϕ(x). For simplicity we assume that
ϕ(x) does not contain parameters (see Exercise 5.5.4). Let P be a new unary
predicate. It is easy to find an L(P)-theory TVP whose models (N,M ) consist
of a model N of T and a subset M defined by the new predicate P which is
the universe of an elementary substructureM which together withN forms a
Vaughtian pair for ϕ(x). The Löwenheim–Skolem Theorem applied to TVP
yields a Vaughtian pairM0 ≺ N0 for ϕ(x) withM0,N0 countable.
We first construct an elementary chain

(N0,M0) ≺ (N1,M1) ≺ · · ·
of countable Vaughtian pairs, with the aim that both components of the union
pair

(N,M )

are �-homogeneous and realise the same n-types. If (Ni ,Mi) is given, we
first choose a countable elementary extension (N′,M ′) such thatM′ realises
all n-types which are realised in Ni . Then we choose as in the proof of
Lemma 5.5.3(1) a countable elementary extension (Ni+1,Mi+1) of (N′,M ′)
for which Ni+1 andMi+1 are �-homogeneous.
It follows from Lemma 5.5.3(3) thatM and N are isomorphic.
Next we construct a continuous elementary chain

M0 ≺ M1 ≺ · · · ≺ Mα ≺ · · · (α < �1)

with (Mα+1,Mα) ∼= (N,M ) for all α. We start with M0 = M. If Mα

is constructed, we choose an isomorphism M → Mα and extend it to an
isomorphism N → Mα+1 (see Lemma 1.1.8). For a countable limit ordinal

, M
 is the union of the Mα (α < 
). So M
 is isomorphic to M by
Lemma 5.5.3(2) and 5.5.3(3).
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Finally we set

M =
⋃
α<�1

Mα.

Since the Mα are growing, M has cardinality ℵ1 while ϕ(M) = ϕ(Mα) =
ϕ(M0) is countable. �
Corollary 5.5.4. If T is categorical in an uncountable cardinality, it does

not have a Vaughtian pair.
Proof. If T has a Vaughtian pair, then by Theorem 5.5.2 it has a modelM

of cardinality ℵ1 such that for some ϕ(x) ∈ L(M ) the set ϕ(M) is countable.
On the other hand, if T is categorical in an uncountable cardinal, it is ℵ1-
categorical by Corollary 5.4.2 and by Theorem 5.2.11, all models of T of
cardinality ℵ1 are saturated. In particular, each formula is either satisfied by
a finite number or by ℵ1 many elements, a contradiction. �
Corollary 5.5.5. Let T be categorical in an uncountable cardinal, M a
model, and ϕ(M) infinite and definable over A ⊆M . ThenM is – the unique –
prime extension of A ∪ ϕ(M).
Proof. By Corollary 5.5.4, T does not have a Vaughtian pair, so M is
minimal overA∪ϕ(M). IfN is a prime extension overA∪ϕ(M), which exists
by Theorem 5.3.3,N is isomorphic toM over A∪ϕ(M) by Lemma 5.3.8. �

Definition 5.5.6. We say that T eliminates the quantifier ∃∞x, there are
infinitely many x, if for everyL-formula ϕ(x, y) there is a finite bound nϕ such
that in all modelsM of T and for all parameters a ∈M ,

ϕ(M, a)

is either infinite or has or at most nϕ elements.

Remark. This means that for all ϕ(x, y) there is a �(y) such that in all
modelsM of T and for all a ∈M

M |= ∃∞x ϕ(x, a)⇐⇒ M |= �(a).
We denote this by

T � ∀y
(
∃∞x ϕ(x, y)↔ �(y)

)
.

Proof. If nϕ exists, we can use �(y) = ∃>nϕx ϕ(x, y) (there are more than
nϕ many x such thatϕ(x, y)). If, conversely,�(y) is a formula which is implied
by ∃∞x ϕ(x, y), a compactness argument shows that there must be a bound
nϕ such that

T � ∃>nϕx ϕ(x, y)→ �(y). �

Lemma 5.5.7. A theory T without Vaughtian pair eliminates the quantifier
∃∞x.
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Proof. Let P be a new unary predicate and c1, . . . , cn new constants. Let
T ∗ be the theory of all L ∪ {P, c1, . . . , cn}-structures

(M, N, a1, . . . , an),

whereM is a model of T ,N the universe of a proper elementary substructure,
a1, . . . , an elements of N and ϕ(M, a) ⊆ N . Suppose that the bound nϕ does
not exist. Then, for any n, there is a model N of T and a ∈ N such that
ϕ(N, a) is finite, but has more than n elements. LetM be a proper elementary
extension of N. Then ϕ(M, a) = ϕ(N, a) and the pair (M, N, a) is a model
of T ∗. This shows that the theory

T ∗ ∪ {∃>nx ϕ(x, c) | n = 1, 2, . . . }
is finitely satisfiable. A model of this theory gives a Vaughtian pair for T . �

Exercise 5.5.1. If T is totally transcendental and has a Vaughtian pair
for ϕ(x), then it has, for all uncountable κ, a model of cardinality κ with
countable ϕ(M). Prove Corollary 5.5.4 from this. (Use Theorem 5.4.1.)

Exercise 5.5.2. Show directly (without using Lemma 5.2.9) that a theory
T which is categorical in some uncountable cardinality, has a model M of
cardinalityℵ1 inwhich eachL(M )-formula is either satisfiedby afinite number
or by ℵ1 many elements.

Exercise 5.5.3. Show that the theoryRG of the random graph has a Vaugh-
tian pair.

Exercise 5.5.4. Let T be a theory, M a model of T and a ⊆ M a finite
tuple of parameters. Let q(x) be the type of a inM. Then for new constants
c, the L(c)-theory

T (q) = Th(M, a) = T ∪ {ϕ(c)| ϕ(x) ∈ q(x)}
is complete. Show that T is 
-stable (or without Vaughtian pair etc.) if and
only if T (q) is. For countable languages, this implies that T is categorical in
some uncountable cardinal if and only if T (q) is.

Exercise 5.5.5. If T eliminates ∃∞, then T eliminates for every n the quan-
tifier “there are infinitely many n-tuples x1, . . . , xn”.

Exercise 5.5.6. Assume thatT eliminates the quantifier∃∞. Then for every
formula ϕ(x1, . . . , xn, y) there is a formula �(y) such that in all modelsM of
T a tuple b satisfies � if and only ifM has an elementary extensionM′ with
elements a1, . . . , an ∈M ′ \M such thatM′ |= ϕ(a1, . . . , an, b).

Exercise 5.5.7. Let T1 and T2 be two model complete theories in disjoint
languages L1 and L2. Assume that both theories eliminate ∃∞. Then T1 ∪T2
has a model companion.
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5.6. Algebraic formulas

Formulas defining a finite set are called algebraic. In this section we collect
a few facts and a bit of terminology around this concept which will be crucial
in the following sections.

Definition 5.6.1. LetM be a structure and A a subset of M . A formula
ϕ(x) ∈ L(A) is called algebraic if ϕ(M) is finite. An element a ∈ M is
algebraic over A if it realises an algebraic L(A)-formula. We call an element
algebraic if it is algebraic over the empty set. The algebraic closure ofA, acl(A),
is the set of all elements ofM algebraic over A, and A is called algebraically
closed if it equals its algebraic closure.

Remark. Note that the algebraic closure of A does not grow in elementary
extensions of M because an L(A)-formula which defines a finite set in M
defines the same set in every elementary extension. As a special case we have
that elementary substructures are algebraically closed.

It is easy to see that

| acl(A)| ≤ max(|T |, |A|) (5.1)

(see Theorem 2.3.1).
In algebraically closed fields, an element a is algebraic over A precisely if a
is algebraic (in the field-theoretical sense) over the field generated by A. This
follows easily from quantifier elimination in ACF.
We call a type p(x) ∈ S(A) algebraic if (and only if) p contains an algebraic

formula. Any algebraic type p is isolated by an algebraic formula ϕ(x) ∈
L(A), namely by any ϕ ∈ p having the minimal number of solutions in M.
This number is called the degree deg(p) of p. As isolated types are realised in
every model, the algebraic types over A are exactly those of the form tp(a/A)
where a is algebraic over A. The degree of a over A deg(a/A) is the degree of
tp(a/A).
Lemma 5.6.2. Let p ∈ S(A) be non-algebraic and A ⊆ B . Then p has a

non-algebraic extension q ∈ S(B).
Proof. The extension q0(x) = p(x) ∪ {¬�(x) | �(x) algebraic L(B)-

formula} is finitely satisfiable. For otherwise there are ϕ(x) ∈ p(x) and
algebraic L(B)-formulas �1(x), . . . , �n(x) with

M |= ∀x (ϕ(x)→ �1(x) ∨ · · · ∨ �n(x)).
But then ϕ(x) and hence p(x) is algebraic. So we can take for q any type
containing q0. �
Remark 5.6.3. Since algebraic types are isolated by algebraic formulas, an
easy compactness argument shows that a typep ∈ S(A) is algebraic if and only
if p has only finitely many realisations (namely deg(p) many) in all elementary
extensions of M.
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Lemma 5.6.4. Let M and N be two structures and f : A → B an elemen-
tary bijection between two subsets. Then f extends to an elementary bijection
between acl(A) and acl(B).
Proof. Let g : A′ → B ′ a maximal extension of f to two subsets of acl(A)
and acl(B). Let a be an element of acl(A). Since a is algebraic over A′, a is
atomic over A′. We can therefore realise the type g(tp(a/A′)) in N – by an
element b ∈ acl(B) – and obtain an extension g ∪ {〈a, b〉} of g. It follows
that a ∈ A′. So g is defined on the whole of acl(A). Interchanging A and B
shows that g is surjective. (See Lemma 6.1.9 for an alternative proof.) �
The algebraic closure operation will be used to study models of ℵ1-categori-
cal theories in further detail.

Definition 5.6.5. A pregeometry5 (or matroid) (X, cl) is a set X with a
closure operator cl : P(X ) → P(X ), where P denotes the power set, such
that for all A ⊆ X and a, b ∈ X :
a) (Reflexivity) A ⊆ cl(A).
b) (Finite character) cl(A) is the union of all cl(A′), where the A′ range
over all finite subsets of A.

c) (Transitivity) cl(cl(A)) = cl(A).
d) (Exchange) a ∈ cl(Ab) \ cl(A)⇒ b ∈ cl(Aa).

A set A is called closed (or cl-closed) if A = cl(A). Note that the closure
cl(A) ofA is the smallest cl-closed set containingA. So a pregeometry is given
by the system of cl-closed subsets.
The operator cl(A) = A for allA ⊆ X is a trivial example of a pregeometry.
The three standard examples from algebra are vector spaces with the linear
closure operator, for a fieldK with prime field F , the relative algebraic closure
cl(A) = F (A)alg∩K ,6 and for a fieldK of characteristic p, the p-closure given
by cl(A) = Kp(A) (see Remark C.1.1).

Lemma 5.6.6. If X is the universe of a structure, acl satisfies Reflexivity,
Finite character and Transitivity.
Proof. Reflexivity and Finite Character are clear. For Transitivity
assume that c is algebraic over b1, . . . , bn and the bi are algebraic over A.
We have to show that c is algebraic over A. Choose an algebraic formula
ϕ(x, b1, . . . , bn) satisfied by c and algebraic L(A)-formulas ϕi(y) satisfied by
the bi . Let ϕ(x, b1, . . . , bn) be satisfied by exactly k elements. Then the
L(A)-formula

∃ y1 . . . yn(ϕ1(y1) ∧ · · · ∧ ϕn(yn) ∧ ∃≤kzϕ(z, y1, . . . , yn) ∧ ϕ(x, y1, . . . , yn))
is algebraic and realised by c. �

5Pregeometries were introduced by van der Waerden (1930) and Whitney (1934).
6Lalg denotes the algebraic closure of the field L.



5.7. Strongly minimal sets 81

Exercise 5.6.1. If A ⊆ M and M is |A|+-saturated, then p ∈ S(A) is
algebraic if and only if p(M ) is finite.

Exercise 5.6.2 (P. M. Neumann). Let A, B be subsets of M and (c0, . . . ,
cn) a sequence of elements which are not algebraic over A. IfM is |A ∪ B |+-
saturated, the type tp(c0, . . . , cn/A) has a realisation which is disjoint from B .
(Hint: Use induction on n. Distinguish between whether or not ci is algebraic over
Acn for some i < n.)

5.7. Strongly minimal sets

Strongly minimal theories defined below turn out to be uncountably cate-
gorical: the isomorphism type of the model is determined by the dimension
of an associated geometry. While this appears to be a very special case of such
theories, we will see in the next section that we can always essentially reduce
to this situation.
Throughout this section we fix a complete theory T with infinite models. For

Corollary 5.7.9 we have to assume T countable.

Definition 5.7.1. LetM be a model of T and ϕ(x) a non-algebraicL(M )-
formula.
1. The set ϕ(M) is called minimal inM if for all L(M )-formulas �(x) the
intersection ϕ(M) ∧ �(M) is either finite or cofinite in ϕ(M).

2. The formula ϕ(x) is strongly minimal if ϕ(x) defines a minimal set in
all elementary extensions ofM. In this case, we also call the definable
set ϕ(M) strongly minimal. A non-algebraic type containing a strongly
minimal formula is called strongly minimal.

3. A theory T is strongly minimal if the formula x .= x is strongly minimal.

Clearly, strong minimality is preserved under definable bijections; i.e., if
A and B are definable subsets of Mk,Mm defined by ϕ and �, respectively,
such that there is a definable bijection between A and B , then if ϕ is strongly
minimal so is �.

Examples. 1. The following theories are strongly minimal, which is eas-
ily seen in each case using quantifier elimination.
• Infset, the theory of infinite sets. The sets which are definable over a
parameter setA in a modelM are the finite subsets S ofA and their
complementsM \ S.

• For a field K , the theory of infinite K -vector spaces. The sets
definable over a set A are the finite subsets of the subspace spanned
by A and their complements.

• The theories ACFp of algebraically closed fields of fixed character-
istic. The definable sets of any model K are Boolean combinations
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of zero-sets

{a ∈ K | f(a) = 0}
of polynomials f(X ) ∈ K [X ]. Zero-sets are finite or, if f = 0, all
of K .

2. If K is a model ACFp, for any a, b ∈ K , the formula ax1 + b = x2
defining an affine line A in K2 is strongly minimal as there is a definable
bijection between A and K .

3. For any stronglyminimal formulaϕ(x1, . . . , xn), the induced theoryT �ϕ
is strongly minimal. Here, for any model M of T , the induced theory
is the theory of ϕ(M) with the structure given by all intersections of
0-definable subsets of Mnm with ϕ(M)m for all m ∈ �. This theory
depends only on T and ϕ, not onM.

Whether ϕ(x, a) is strongly minimal depends only on the type of the pa-
rameter tuple a and not on the actual model: observe that ϕ(x, a) is strongly
minimal if and only if for all L-formulas �(x, z) the set

Σ�(z, a) =
{
∃>kx (ϕ(x, a) ∧ �(x, z)) ∧

∃>kx (ϕ(x, a) ∧ ¬�(x, z))
∣∣ k = 1, 2, . . .}

cannot be realised in any elementary extension. Thismeans that for all�(x, z)
there is a bound k� such that

M |= ∀z
(
∃≤k�x (ϕ(x, a) ∧ �(x, z)) ∨ ∃≤k�x (ϕ(x, a) ∧ ¬�(x, z))

)
.

This is an elementary property of a, i.e., expressible by a first-order formula. So
it makes sense to call ϕ(x, a) a strongly minimal formula without specifying
a model.

Lemma 5.7.2. IfM is �-saturated, or if T eliminates the quantifier ∃∞, any
minimal formula is stronglyminimal. IfT is totally transcendental, every infinite
definable subset ofMn contains a minimal set ϕ(M).
Proof. If M is �-saturated and ϕ(x, a) not strongly minimal, then for

some L-formula �(x, z) the set Σ�(z, a) is realised inM, so ϕ is not minimal.
If on the other hand ϕ(x, a) is minimal and T eliminates the quantifier ∃∞,
then for all L-formulas �(x, z)

¬
(
∃∞x(ϕ(x, a) ∧ �(x, z)) ∧ ∃∞x(ϕ(x, a) ∧ ¬�(x, z))

)
is an elementary property of z.
If ϕ0(M) does not contain a minimal set, one can construct from ϕ0(x) a

binary tree of L(M )-formulas defining infinite subsets ofM. This contradicts
�-stability. �
From now on we will only consider strongly minimal formulas in one vari-
able. It should be clear how to extend everything to the more general context.
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Lemma 5.7.3. The formula ϕ(M) is minimal if and only if there is a unique
non-algebraic type p ∈ S(M ) containing ϕ(x).
Proof. If ϕ(M) is minimal, then clearly

p = {� | �(x) ∈ L(M ) such that ϕ ∧ ¬� is algebraic}

is the unique non-algebraic type in S(M ) containing it. If ϕ(M) is not
minimal, there is some L-formula � with both ϕ ∧ � and ϕ ∧ ¬� non-
algebraic. By Lemma 5.6.2 there are at least two non-algebraic types in S(M )
containing ϕ. �
Corollary 5.7.4. A strongly minimal type p ∈ S(A) has a unique non-
algebraic extension to all supersets B ofA in elementary extensions of M. Con-
sequently, the type ofm realisations a1, . . . , am of p with ai /∈ acl(a1 . . . ai−1A),
i = 1, . . . , m, is uniquely determined.

Proof. Existence of non-algebraic extensions follows from Lemma 5.6.2,
which also allows us to assume that B is a model. Uniqueness now follows
from Lemma 5.7.3 applied to any strongly minimal formula of p. The last
sentence follows by induction. �
Theorem 5.7.5. If ϕ(x) is a strongly minimal formula inM without param-
eters, the operation

cl : P(ϕ(M))→ P(ϕ(M))

defined by

cl(A) = aclM (A) ∩ ϕ(M)

is a pregeometry (ϕ(M), cl).

Proof. We have to verify Exchange. For notational simplicity we assume
A = ∅. Let a ∈ ϕ(M) be not algebraic over ∅ and b ∈ ϕ(M) not algebraic
over a. By Corollary 5.7.4, all such pairs a, b have the same type p(x, y). Let
A′ be an infinite set of non-algebraic elements realising ϕ (which exists in an
elementary extension ofM) and b′ non-algebraic over A′. Since all a′ ∈ A′

have the same type p(x, b′) over b′, no a′ is algebraic over b′. Thus also a is
not algebraic over b. �
The same proof shows that algebraic closure defines a pregeometry on the
set of realizations of a minimal type, i.e., a non-algebraic type p ∈ S1(A)
having a unique non-algebraic extension to all supersets B of A in elementary
extensions ofM. Here is an example to show that a minimal type need not be
strongly minimal.
Let T be the theory of M = (M,Pi)i<� in which the Pi form a proper

descending sequence of subsets. The type p = {x ∈ Pi | i < �} ∈ S1(∅) is
minimal. If all Pi+1 are coinfinite in Pi , then p does not contain a minimal
formula and is not strongly minimal.
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In pregeometries there is a natural notion of independence and dimension
(seeDefinitionC.1.2), so in light ofTheorem5.7.5wemaydefine the following.
Ifϕ(x) is strongly minimal without parameters, the ϕ-dimension of a model

M of T is the dimension of the pregeometry (ϕ(M), cl)

dimϕ(M).

IfM is the model of a strongly minimal theory, we just write dim(M).
If ϕ(x) is defined over A0 ⊆ M , the closure operator of the pregeometry
ϕ(MA0 ) is given by

cl(A) = aclM (A0 ∪ A) ∩ ϕ(M)
and

dimϕ(M/A0) := dimϕ(MA0 )

is called the ϕ-dimension ofM over A0.
Lemma 5.7.6. Let ϕ(x) be defined over A0 and strongly minimal, and let

M and N be models containing A0. Then there exists an A0-elementary map
between ϕ(M) and ϕ(N) if and only if M and N have the same ϕ-dimension
over A0.
Proof. An A0-elementary map between ϕ(M) and ϕ(N) maps bases to

bases, so one direction is clear.
For the other direction we use Corollary 5.7.4: if ϕ(M) and ϕ(N) have
the same dimension over A0, let U and V be bases of ϕ(M) and ϕ(N),
respectively, and let f : U → V be a bijection. By Corollary 5.7.4, f is
A0-elementary and by Lemma 5.6.4 f extends to an elementary bijection
g : acl(A0U ) → acl(A0V ). Thus, g � ϕ(M) is an A0-elementary map from
ϕ(M) to ϕ(N). �
We now turn to showing that strongly minimal theories are categorical in all
uncountable cardinals. For reference we first note the following special cases
of the preceding lemmas.
Corollary 5.7.7. 1. A theory T is strongly minimal if and only if over
every parameter set there is exactly one non-algebraic type.

2. In models of a strongly minimal theory the algebraic closure defines a
pregeometry.

3. Bijections between independent subsets of models of a strongly minimal
theory are elementary. In particular, the type of n independent elements is
uniquely determined. �

If T is strongly minimal, by the preceding we have

| S(A)| ≤ | acl(A)|+ 1.
Strongly minimal theories are therefore 
-stable for all 
 ≥ |T |. Also there can
be no binary tree of finite or cofinite sets. So by the remark after the proof of
Theorem 5.2.6 T is totally transcendental. If ϕ(M) is cofinite andN a proper
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elementary extension ofM, then ϕ(N) is a proper extension of ϕ(M). Thus
strongly minimal theories have no Vaughtian pairs.

Theorem 5.7.8. Let T be strongly minimal. Models of T are uniquely de-
termined by their dimensions. The set of possible dimensions is an end segment
of the cardinals. A model M is �-saturated if and only if dim(M) ≥ ℵ0. All
models are �-homogeneous.

Proof. Let M0,M1 be models of the same dimension, and let B0, B1 be
bases for M0 and M1, respectively. Then any bijection f : B0 → B1 is an
elementary map by Corollary 5.7.7, which extends to an isomorphism of the
algebraic closuresM0 andM1 by Lemma 5.6.4.
The next claim implies that the possible dimensions form an end segment
of the cardinals.
Claim. Every infinite algebraically closed subset S ofM is the universe of an

elementary substructure.
Proof of Claim. By Theorem 2.1.2 it suffices to show that every consistent
L(S)-formula ϕ(x) can be realised in S. If ϕ(M) is finite, all realisations are
algebraic over S and belong therefore to S. If ϕ(M) is cofinite, ϕ(M) meets
all infinite sets.
LetA be a finite subset ofM and p the non-algebraic type in S(A). Thus, p
is realised inM exactly ifM �= acl(A), i.e., if and only if dim(M) > dim(A).
Since all algebraic types over A are always realised inM, this shows thatM is
�-saturated if and only ifM has infinite dimension. �
It remains to show that all models are �-homogeneous. Let f : A→ B be

an elementary bijection between two finite subsets of M . By Lemma 5.6.4,
f extends to an elementary bijection between acl(A) and acl(B). If a ∈
M \ acl(A), then p = tp(a/A) is the unique non-algebraic type over A and
f(p) is the unique non-algebraic type over B . Since dim(A) = dim(B), the
argument in the previous paragraph shows that f(p) is realised inM. �
Corollary 5.7.9. If T is countable and strongly minimal, it is categorical in
all uncountable cardinalities.

Proof. LetM1 andM2 be two models of cardinality κ > ℵ0. Choose two
bases B1 and B2 ofM1 andM2 respectively. By p. 79, equation (5.1), B1 and
B2 both have cardinality κ. Then any bijection f : B1 → B2 is an elementary
map by Corollary 5.7.7, which extends to an isomorphism of the algebraic
closuresM1 andM2 by Lemma 5.6.4. �

Exercise 5.7.1. IfM is minimal and �-saturated, then Th(M) is strongly
minimal.

Exercise 5.7.2. Show that the theory of an infinite set equipped with a
bijection without finite cycles is strongly minimal and that the associated
geometry is trivial.
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Exercise 5.7.3. Show directly that strongly minimal theories eliminate ∃∞
(without using Corollaries 5.5.4 and 5.7.9.)

Exercise 5.7.4. A type is minimal if and only if its set of realisations in
any model is minimal (i.e., has no infinite and coinfinite relatively definable
subsets).

Exercise 5.7.5. Show that acl defines a pregeometry on �(M) if �(M) is
minimal. In fact the following is true: if b ∈ �(M), a ∈ acl(Ab), b �∈ acl(Aa),
then a ∈ acl(A). Furthermore we have deg(a/A) = deg(a/Ab).

5.8. The Baldwin–Lachlan Theorem

In this section, we present the characterisation of uncountably categorical
theories due to Baldwin and Lachlan [2]. Since this characterisation is in-
dependent of the uncountable cardinal, it implies Morley’s Theorem. The
crucial point is the existence of a strongly minimal formula ϕ in a totally
transcendental theory. By Corollary 5.5.5, each model M is prime over the
set of realisations ϕ(M) whose dimension determines the isomorphism type
of the model.

Theorem 5.8.1 (Baldwin–Lachlan). Let κ be an uncountable cardinal. A
countable theory T is κ-categorical if and only if T is �-stable and has no
Vaughtian pairs.

Proof. If T is categorical in some uncountable cardinal, then T is �-stable
by Theorem 5.2.4 and has no Vaughtian pair by Corollary 5.5.4.
For the other direction we first obtain a strongly minimal formula: since
T is totally transcendental, it has a prime model M0. (This follows from
Theorems 4.5.7 and 4.5.9 or from Theorem 5.3.3.) Let ϕ(x) be a minimal
formula in L(M0), which exists by Lemma 5.7.2. Since T has no Vaughtian
pairs, ∃∞ can be eliminated by Lemma 5.5.7 and hence ϕ(x) is strongly
minimal by Lemma 5.7.2.
Let M1,M2 be models of cardinality κ. We may assume that M0 is
an elementary submodel of both M1 and M2. Since T has no Vaugh-
tian pair, Mi is a minimal extension of M0 ∪ ϕ(Mi), i = 1, 2. Therefore,
ϕ(Mi) has cardinality κ and hence (since κ is uncountable) we conclude that
dimϕ(M1/M0) = κ = dimϕ(M2/M0). By Lemma 5.7.6 there exists an M0-
elementary map from ϕ(M0) to ϕ(M1), which by Lemma 5.3.8 extends to an
isomorphism fromM1 toM2. �
Corollary 5.8.2 (Morley). Let κ be an uncountable cardinal. Then T is

ℵ1-categorical if and only if T is κ-categorical.
Notice that the proof of Theorem 5.8.1 shows in fact the following.
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Corollary 5.8.3. Suppose T is ℵ1-categorical, M1,M2 are models of T ,
ai ∈ Mi and ϕ(x, ai) strongly minimal, i = 1, 2, with tp(a1) = tp(a2). IfM1

andM2 have the same respective ϕ-dimension, then they are isomorphic.
For uncountable models, the ϕ-dimension equals the cardinality of the
model, so clearly does not depend on the realisation of tp(ai). We will show
in Section 6.3 that the converse to Corollary 5.8.3 holds also for countable
models, i.e., if ϕ(x, a0) is strongly minimal, then the ϕ-dimension of M is
the same for all a realizing tp(a0). Thus, also the countable models of an
uncountably categorical theory are in one-to-one correspondence with the
possible ϕ-dimensions.





Chapter 6

MORLEY RANK

In this chapter we collect a number of further results about totally transcen-
dental theories, in particular we will introduce Morley rank. We then finish
the analysis of the countable models of uncountably categorical theories.
For convenience, we first introduce the ‘monster model’ (for arbitrary the-
ories), a very large, very saturated, very homogeneous model. From now on,
all models we consider will be elementary submodels of this monster model.
Furthermore, we often simplify the notation by assuming that we are work-
ing in a many-sorted structure where for each n ∈ � we have an extra sort for
n-tuples of elements. While we are then working in a many-sorted language in
which we have to specify the sorts for all variables involved in a formula, this
allows us to treat n-tuples exactly like 1-tuples, i.e., elements. We emphasise
that this is purely a notational convention. In Section 8.4 we will show how
to systematically extend a structure by introducing new sorts in a big way
without changing those properties of the theories we are interested in.

6.1. Saturated models and the monster

The importance of saturated structures was already visible in Section 5.2
where we showed that saturated structures of fixed cardinality are unique up to
isomorphism. Saturated structures need not exist (think about why not), but
by considering special models instead, we can preserve many of the important
properties – and prove their existence.

Definition 6.1.1. A structureM of cardinality κ ≥ � is special ifM is the
union of an elementary chainM
 where 
 runs over all cardinals less than κ
and eachM
 is 
+-saturated.

We call (M
) a specialising chain.

Remark. Saturated structures are special. If |M| is regular, the converse is
true.

Lemma 6.1.2. Let 
 be an infinite cardinal ≥ |L|. Then every L-structureM
of cardinality 2
 has a 
+-saturated elementary extension of cardinality 2
.

89
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Proof. Every set of cardinality 2
 has 2
 many subsets of cardinality at
most 
. This allows us to construct a continuous elementary chain

M =M0 ≺ M1 · · · ≺ Mα ≺ · · · (α < 
+)

of structures of cardinality 2
 such that all p ∈ S(A), for A ⊆ Mα , |A| ≤ 
,
are realised inMα+1. The union of this chain has the desired properties. �
Corollary 6.1.3. Let κ > |L| be an uncountable cardinal. Assume that


 < κ ⇒ 2
 ≤ κ (6.1)

Then every infinite L-structure M of cardinality smaller than κ has a special
extension of cardinality κ.

Let α be a limit ordinal. Then for any cardinal �, κ = �α(�) satisfies (6.1)
and we have cf(κ) = cf(α) (see p. 190).
The following is a generalisation of Lemma 5.2.8

Theorem 6.1.4. Two elementarily equivalent special structures of the same
cardinality are isomorphic.

Proof. The proof is a refined version of the proof of Lemma 5.2.8. Let A
andB be two elementarily equivalent special structures of cardinality κ with
specialising chains (A
) and (B
), respectively. The well-ordering defined in
the proof of Lemma A.3.7 can be used to find enumerations (aα)α<κ and
(bα)α<κ of A and B such that aα ∈ A|α| and bα ∈ B|α|. We construct an
increasing sequence of elementary maps fα : Aα → Bα such that for all α
which are zero or limit ordinals we have aα+i ∈ Aα+2i , bα+i ∈ Bα+2i+1, and
also |Aα | ≤ |α|, Aα ⊆ A|α|, |Bα | ≤ |α|, Bα ⊆ B|α|. �

Definition 6.1.5. A structureM is

• κ-universal if every structure of cardinality < κ which is elementarily
equivalent toM can be elementarily embedded intoM.

• κ-homogeneous if for every subset A ofM of cardinality smaller than κ
and for every a ∈M , every elementary map A→M can be extended to
an elementary map A ∪ {a} →M .

• strongly κ-homogeneous if for every subsetA ofM of cardinality less than
κ, every elementary map A→M can be extended to an automorphism
ofM.

Theorem 6.1.6. Special structures of cardinality κ are κ+-universal and
strongly cf(κ)-homogeneous.

Proof. LetM be a special structure of cardinality κ. The κ+-universality
ofM can be proved in the same way as Theorem 6.1.4. Let A be a subset of
M of cardinality less than cf(κ) and let f : A → M an elementary map. Fix
a specialising sequence (M
). For 
0 sufficiently large,M
0 contains A. The
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sequence

M ∗

 =

{
(M
, a)a∈A, if 
0 ≤ 

(M
0 , a)a∈A, if 
 < 
0

is then a specialising sequenceof (M, a)a∈A. For the same reason (M,f(a))a∈A
is special. By Theorem 6.1.4 these two structures are isomorphic under an
automorphism ofM which extends f. �
The monster model. Let T be a complete theory with infinite models. For
convenience, we would like to work in a very large saturated structure, large
enough so that any model of T can be considered as an elementary substruc-
ture. If T is totally transcendental, by Remark 5.2.10 we can choose such
a monster model as a saturated model of cardinality κ where κ is a regular
cardinal greater than all the models we ever consider otherwise. Using Exer-
cise 8.2.7, this also works for stable theories and regular κ with κ|T | = κ. For
any infinite 
, κ = (
|T |)+ has this property.
In order to construct the monster model C for an arbitrary theory T we
will work in BGC (Bernays–Gödel + Global Choice). This is a conservative
extension of ZFC (see Appendix A) which adds classes to ZFC. Then being
a model of T is interpreted as being the union of an elementary chain of
(set-size) models of T . The universe of our monster model C will be a proper
class.

Theorem 6.1.7 (BGC). There is a class-size model C of T such that all types
over all subsets of C are realised in C. Moreover C is uniquely determined up to
isomorphism.
Proof. Global choice allows us to construct a long continuous elementary

chain (Mα)α∈On of models of T such that all types over Mα are realised in
Mα+1. Let C be the union of this chain. The uniqueness is proved as in
Lemma 5.2.8. �
We call C the monster model of T . Note that Global Choice implies that C
can be well-ordered.
Corollary 6.1.8.

• C is κ-saturated for all cardinals κ.
• Any model of T is elementarily embeddable in C
• Any elementary bijection between two subsets of C can be extended to an
automorphism of C. �

We say that two elements are conjugate over some parameter set A if there
is an automorphism of C fixing A elementwise and taking one to the other.
Note that a, b ∈ C are conjugate over A if and only if they have the same
type over A. We call types p ∈ S(A), q ∈ S(B) conjugate over D if there
is an automorphism f of C fixing D and taking A to B and such that q =
{ϕ(x,f(a)) | ϕ(x, a) ∈ p}. Note that strictly speaking Aut(C) is not an
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object in Bernays–Gödel Set theory but we will nevertheless use this term as a
way of talking about automorphisms.
Readers who mistrust set theory can fix a regular cardinal � bigger than the
cardinality of all models and parameter sets they want to consider. For C they
may then use a special model of cardinality κ = ��(ℵ0). This is κ+-universal
and strongly �-homogeneous.

We will use the following convention throughout the rest of this book:

• Any model of T is an elementary substructure of C. We identify models
with their universes and denote them byM , N , . . . .

• Parameter sets A,B, . . . are subsets of C.
• Formulas ϕ(x) with parameters define a subclass F = ϕ(C) of C. Two
formulas are equivalent if they define the same class.

• We write |= ϕ for C |= ϕ.
• A set of formulas with parameters from C is consistent if it is realised
in C.

• If �(x) and �(x) are partial types we write � � � for �(C) ⊆ �(C).
• A global type is a type p over C; we denote this by p ∈ S(C).
This convention changes the flavour of quite a number of proofs. As an
example look at the following

Lemma 6.1.9. An elementary bijection f : A → B extends to an elementary
bijection between acl(A) and acl(B).

Proof. Extend f to an automorphism f′ of C. Clearly f′ maps acl(A) to
acl(B). �
This implies Lemma 5.6.4 and the second claim in the proof of Theorem 5.7.6.
Note that by the remark on p. 79 for any model M and any A ⊆ M the
algebraic closure of A in the sense of M equals the algebraic closure in the
sense of C.

Lemma 6.1.10. Let D be a definable class and A a set of parameters. Then
the following are equivalent:

a) D is definable over A.
b) D is invariant under all automorphisms of C which fix A pointwise.

Proof. Let D be defined by ϕ, defined over B ⊃ A. Consider the maps

C
�−→ S(B) �−→ S(A),

where �(c) = tp(c/B) and � is the restriction map. Let Y be the image of D
in S(A). Since Y = �[ϕ], Y is closed.
Assume that D is invariant under all automorphisms of C which fix A
pointwise. Since elements which have the same type over A are conjugate by
an automorphism of C, this means that D-membership depends only on the
type over A i.e., D = (��)−1(Y ).
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This implies that [ϕ] = �−1(Y ), or S(A) \ Y = �[¬ϕ], hence S(A) \ Y is
also closed and we conclude that Y is clopen. By Lemma 4.2.3 Y = [�] for
some L(A)-formula �. This � defines D. �
The same proof shows that the same is true for definable relations R ⊆ Cn:
namely, R is A-definable if and only if it is invariant under all α ∈ Aut(C/A).
Definition 6.1.11. The definable closure dcl(A) of A is the set of elements

c for which there is an L(A)-formula ϕ(x) such that c is the unique element
satisfying ϕ. Elements or tuples a and b are said to be interdefinable if
a ∈ dcl(b) and b ∈ dcl(a).
Corollary 6.1.12. 1. a ∈ dcl(A) if and only if a has only one conjugate
over A.

2. a ∈ acl(A) if and only if a has finitely many conjugates over A.
Proof. 1. is clear, since a ∈ dcl(A)means that {a} isA-definable. 2. follows

fromRemark 5.6.3, since the realisations of tp(a/A) are exactly the conjugates
of a over A. �
Exercise 6.1.1. Finite structures are saturated.

Exercise 6.1.2. acl(A) is the intersection of all models which contain A.

Exercise 6.1.3. Prove Robinson’s Joint Consistency Lemma: extend the
complete L-theory T to an L1-theory T1 and an L2-theory T2 such that
L = L1∩L2. If T1 and T2 are both consistent, show that T1∪T2 is consistent.
Exercise 6.1.4. Prove Beth’s Interpolation Theorem: if � ϕ1 → ϕ2 for

Li -sentences ϕi , there is an L = L1 ∩ L2-sentence � such that � ϕ1 → � and
� � → ϕ2.
Exercise 6.1.5. A class C of L-structures is a PCΔ-class if there is an ex-

tension L′ of L and an L′-theory T ′ such that C consists of all reducts to L of
models of T ′. Show that a PCΔ-class is elementary if and only if it is closed
under elementary substructures.

Exercise 6.1.6. If M is κ-saturated, then over every set of cardinality
smaller than κ every type in κ many variables is realised inM .

Exercise 6.1.7. Let κ be an infinite cardinal, not smaller than the cardinal-
ity of L andM an L-structure. Show that the following are equivalent
a) M is κ-saturated
b) M is κ+-universal and κ-homogeneous
If max(|L|,ℵ0) < κ this is also equivalent to
c) M is κ-universal and κ-homogeneous.

Exercise 6.1.8. Let κ be a an uncountable regular cardinal > |L|. We use
the notation 2<κ for sup
<κ 2


. Show that
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1. Every L-structure M of cardinality 2<κ has a κ-saturated elementary
extension of cardinality 2<κ.

2. Assume that 
 < κ implies 2
 ≤ κ. Then every L-structure M of
cardinality κ has a saturated elementary extension of cardinality κ.

Exercise 6.1.9. Let P�(N) be the set of all finite subsets of N. Show that
the theory of (P�(N),⊆) has a saturated model of cardinality κ if and only if
κ is regular and 
 < κ implies 2
 ≤ κ.

Exercise 6.1.10. A type-definable class is the class of all realisations of
a set of formulas. Show that a type-definable class is invariant under all
automorphisms of C which fixA pointwise if and only if it can be defined by a
set ofL(A)-formulas. (Use Exercise 4.2.2(a) and the proof of Lemma 6.1.10.)

Exercise 6.1.11. Let A be contained in B . Show that the following are
equivalent:

1. B ⊆ dcl(A).
2. Every type over A extends uniquely to B .

Exercise 6.1.12.

1. b is in the definable closure of a if and only if there is a 0-definable class
D containing a and a 0-definable map D → C which maps a to b.

2. a and b are interdefinable if and only if a and b are contained in 0-
definable classes D and E and there is a 0-definable bijection between D
and E which maps a to b.

Exercise 6.1.13. Let K be a model of ACF0, ACFp for p > 0, of RCF or
of DCF0 and let A be a (differential) subfield of K . Prove that the definable
closure of A is

1. (ACF0) A itself,
2. (ACFp) the perfect hull (see Definition B.3.8) of A,
3. (RCF) the relative algebraic closure of A,
4. (DCF0) A itself.

Exercise 6.1.14. Use Exercise 6.1.13 to show the following:

1. Let K be a model of ACF0 and f : Kn → K a definable function. Then
Kn can be decomposed into a finite number of definable subsets Xi such
that, on each Xi , f is given by a rational function.

2. The same is true for models of ACFp, p > 0. But on each Xi , f is of the
form hp

−m
, for some rational function h.

3. In models of DCF0, f is given on each Xi by a differential rational
function.

Exercise 6.1.15 (P. Neumann). LetX be an infinite set,G ≤ Sym(X ), and
B ⊆ X finite. Suppose that the orbit of each of the elements c0, . . . , cn ∈ X
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under G is infinite. Then there is some g ∈ G with g(ci) /∈ B for i = 0, . . . , n.
(Hint: Proceed as in Exercise 5.6.2. In fact, Exercise 5.6.2 follows from this by
compactness.)

Exercise 6.1.16 (B. Neumann). LetG be a group (not necessarily abelian),
and H0, . . . , Hn, subgroups of infinite index. Show that G is not a finite
union of cosets of the Hi (but see Exercise 6.1.17, which is easy). Deduce
Lemma 3.3.9 from this.

Exercise 6.1.17 (B. & P. Neumann). Deduce Exercise 6.1.15 from 6.1.16
and conversely.

6.2. Morley rank

The Morley rank is a rather natural notion of dimension on the formulas
of a theory T or, equivalently, on the definable subsets of the monster model,
defined inductively verymuch like the dimension of algebraic sets. It is ordinal
valued for all consistent formulas if and only if T is totally transcendental. In
this section, we let T be a complete (possibly uncountable) theory.
We now define the Morley rank MR for formulas ϕ(x) with parameters in
the monster model. We remind the reader that by the conventions introduced
at the beginning of this chapter, a variable or element in the many-sorted
language described there may refer to an n-tuple of the original single sort.
We begin by defining the relation MRϕ ≥ α by induction on the ordinal α.1

MRϕ ≥ 0 if ϕ is consistent;

MRϕ ≥ � + 1 if there is an infinite family
(
ϕi(x) | i < �) of formulas

(in the same variable x) which imply ϕ, are pairwise
inconsistent and such that MRϕi ≥ � for all i ;

MRϕ ≥ 
 (for a limit ordinal 
) if MRϕ ≥ � for all � < 
.

Definition 6.2.1. To define MRϕ we distinguish three cases

1. If there is no α with MRϕ ≥ α, we put MRϕ = −∞.
2. MRϕ ≥ α for all α, we put MRϕ =∞.
3. Otherwise, by the definition of MRϕ ≥ 
 for limit ordinals 
, there is a
maximal α with MRϕ ≥ α, and we set MRϕ = max{α |MRϕ ≥ α}.

It is easy to see by induction on α that the relation MRϕ ≥ α implies the
relation MRϕ ≥ � for � ≤ α. It follows from this that indeed the Morley
rank of ϕ is at least α if and only if the relation MRϕ ≥ α holds.2

1See the set-theoretic caveat before Exercise 6.2.1.
2Here, of course −∞ is considered as being smaller and∞ as being bigger than all ordinals.
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Note that
MRϕ = −∞ ⇔ ϕ is inconsistent
MRϕ = 0 ⇔ ϕ is consistent and algebraic.

If a formula has ordinal-valued Morley rank, we also say that this formula
has Morley rank.3 The Morley rank MR(T ) of T is the Morley rank of
the formula x .= x. The Morley rank of a formula ϕ(x, a) only depends on
ϕ(x, y) and the type of a. It follows that if a formula has Morley rank, then it
is less than (2|T |)+. We will see in Exercise 6.2.5 that in fact all ordinal ranks
are smaller that |T |+.

Remark. Clearly, if ϕ implies �, then MRϕ ≤ MR�. It is also clear
from the definition that if ϕ has rank α < ∞, then for every � < α there is a
formula � which implies ϕ and has rank � .

Example 6.2.2. In Infset the formula x1
.= a has Morley rank 0. If con-

sidered as a formula in two variables, ϕ(x1, x2) = x1
.= a, it has Morley

rank 1.

The next lemma expresses the fact that the formulas of rank less than α
form an ideal in the Boolean algebra of equivalence classes of formulas.
Lemma 6.2.3.

MR(ϕ ∨ �) = max(MRϕ,MR�).
Proof. By the previous remark, wehaveMR(ϕ∨�) ≥ max(MRϕ,MR�).

For the other inequality we show by induction on α that

MR(ϕ ∨ �) ≥ α + 1 implies max(MRϕ,MR�) ≥ α + 1.
Let MR(ϕ ∨ �) ≥ α + 1. Then there is an infinite family of formulas (ϕi)

that imply ϕ ∨�, are pairwise inconsistent and such that MRϕi ≥ α. By the
induction hypothesis, for each i we haveMR(ϕi∧ϕ) ≥ α orMR(ϕi∧�) ≥ α.
If the first case holds for infinitely many i , then MRϕ ≥ α + 1. Otherwise
MR� ≥ α + 1. �
We call ϕ and � α-equivalent,

ϕ ∼α �,
if their symmetric difference ϕ # � has rank less than α. By our previous
considerations it is clear that α-equivalence is in fact an equivalence relation.
We call a formulaϕ α-strongly minimal if it has rankα and for any formula
� implying ϕ either � or ϕ ∧¬�, has rank less than α, (equivalently, if every
� ⊆ ϕ is α-equivalent to ∅ or to ϕ). In particular, ϕ is 0-strongly minimal if
and only if ϕ is realised by a single element and ϕ is 1-strongly minimal if and
only if ϕ is strongly minimal.

3Note that having Morley rank is a nontrivial property of a formula (see Theorem 6.2.7).
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Lemma 6.2.4. Each formula ϕ of rank α < ∞ is equivalent to a disjunction
of finitely many pairwise disjoint α-strongly minimal formulas ϕ1, . . . , ϕd , the
α-strongly minimal components (or just components) of ϕ. The components
are uniquely determined up to α-equivalence.

Proof. Suppose ϕ is a formula of rank α without such a decomposition.
Thenϕ can be written as the disjoint disjunction of a formulaϕ1 of rankα and
another formula �1 of rank α not having such a decomposition. Inductively
there are formulas ϕ = ϕ0, ϕ1, . . . of rank α and �1, �2, . . . so that ϕi is the
disjoint union of ϕi+1 and �i+1. But then the rank of ϕ would be greater
than α.
To see the uniqueness of this decomposition, let� be anα-strongly minimal
formula implyingϕ and letϕ1, . . . , ϕd be theα-stronglyminimal components.
Then � can be decomposed into the formulas � ∧ ϕi , one of which must be
α-equivalent to �. So up to α-equivalence the components of ϕ are exactly
the α-strongly minimal formulas implying ϕ. �

Definition 6.2.5. For a formula ϕ of Morley rank α < ∞, the Morley
degreeMD(ϕ) is the number of its α-strongly minimal components.

The Morley degree is not defined for inconsistent formulas or formulas not
having Morley rank. The Morley degree of a consistent algebraic formula
is the number of its realisations. Strongly minimal formulas are exactly the
formulas of Morley rank and Morley degree 1. As with strongly minimal
formulas it is easy to see that Morley rank and degree are preserved under
definable bijections.
Defining MDα(ϕ) as the Morley degree for formulas ϕ of rank α, as 0 for
formulas of smaller rank and as∞ for formulas ϕ of higher rank, we obtain
the following.

Lemma 6.2.6. If ϕ is the disjoint union of �1 and �2, then

MDα(ϕ) = MDα(�1) +MDα(�2). �

Theorem 6.2.7. The theory T is totally transcendental if and only if each
formula has Morley rank.

Proof. Since there are not arbitrarily large ordinal Morley ranks, each
formula ϕ(x) without Morley rank can be decomposed into two disjoint
formulas without Morley rank, yielding a binary tree of consistent formulas
in the free variable x.
For the other direction let

(
ϕs(x) | s ∈ <�2) be a binary tree of consistent

formulas. Then none of theϕs hasMorley rank. Otherwise there is aϕs whose
ordinal rank α is minimal and (among the formulas of rank α) of minimal
degree. Then both ϕs0 and ϕs1 have rank α and therefore smaller degree than
ϕ, a contradiction. �
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A group is said to have the the descending chain condition (dcc) on definable
subgroups, if there is no infinite properly descending chain H0 ⊃ H1 ⊃ H2 ⊃
· · · of definable subgroups.

Remark 6.2.8. A totally transcendental group has the descending chain
condition on definable subgroups.

Proof. If H is a definable proper subgroup of a totally transcendental
group G , then either the Morley rank or the Morley degree of H must be
smaller than that of G since any coset of H has the same Morley rank and
degree as H . Therefore the claim follows from the fact that the ordinals are
well-ordered. �
The previous remark is a crucial tool in the theory of totally transcenden-
tal groups. For example, it immediately implies that (Z,+) is not totally
transcendental.
Corollary 6.2.9. The theory of separably closed fields of degree of imper-
fection e > 0 is not totally transcendental.

Proof. The subfields K ⊃ Kp ⊃ Kp2 ⊃ Kp3 ⊃ · · · form an infinite
definable chain of properly descending (additive) subgroups. In fact we will
see later that the proof shows that that separably closed fields are not even
superstable (see Exercise 8.6.10.) �

Definition 6.2.10. TheMorley rankMR(p) of a type p is theminimal rank
of any formula in p. If MR(p) is an ordinal α, then itsMorley degreeMD(p)
is the minimal degree of a formula of p having rank α. If p = tp(a/A) we
also write MR(a/A) and MD(a/A).

Algebraic types have Morley rank 0 and

MD(p) = deg(p).

Strongly minimal types are exactly the types of Morley rank and Morley
degree 1.
Let p ∈ S(A) haveMorley rank α andMorley degree d . Then by definition
there is some ϕ ∈ p of rank α and degree d . Clearly, ϕ is uniquely determined
up to α-equivalence since for all � we have MR(ϕ ∧ ¬�) < α if and only if
� ∈ p. Thus, p is uniquely determined by ϕ:

p = {�(x) | � L(A)-formula, MR(ϕ ∧ ¬�) < α} . (6.2)

Obviously, α-equivalent formulas determine the same type (see Lemma 5.7.3).
Thus ϕ ∈ L(A) belongs to a unique type of rank α if and only if ϕ is
α-minimal over A; i.e., if ϕ has rank α and cannot be decomposed as the
union of two L(A)-formulas of rank α.
Lemma 6.2.11. Let ϕ be a consistent L(A)-formula.
1. MRϕ = max{MR(p) | ϕ ∈ p ∈ S(A)}.



6.2. Morley rank 99

2. LetMRϕ = α. Then

MDϕ =
∑(
MD(p)

∣∣ ϕ ∈ p ∈ S(A), MR(p) = α
)
.

Proof. 1: IfMRϕ =∞, then {ϕ}∪{¬� | � L(A)-formula, MR� <∞}
is consistent. Any type over A containing this set of formulas has rank∞.
If MRϕ = α, there is a decomposition of ϕ in L(A)-formulas ϕ1, . . . , ϕk ,
α-minimal over A. (Note that k is bounded by MDϕ.) By (6.2), the ϕi
determine types pi of rank α.
2: The pi are exactly the types of rank α containing ϕ. Furthermore,

MDϕi = MD(pi). �

Corollary 6.2.12. If p ∈ S(A) has Morley rank and A ⊆ B , then

MD(p) =
∑(
MD(q)

∣∣ p ⊆ q ∈ S(B), MR(p) = MR(q)
)

�

Corollary 6.2.13. Let p ∈ S(A) have Morley rank and A ⊆ B . Then
p ∈ S(A) has at least one and at mostMD(p)many extensions toB of the same
rank. �
We will later show that extensions of the same Morley rank are a special
case of the non-forking extensions studied in Chapters 7 and 8. For types with
Morley rank those of the same Morley rank are exactly the non-forking ones.
Caveat: Set-theoretically we defined the Morley rank as a function which
maps each α to a class of formulas. In Bernays–Gödel set theory one cannot
in general define functions from ordinals to classes by a recursion scheme. The
more conscientious reader should therefore use a different definition: for each
set A define the relation MRA(ϕ) ≥ α using only formulas with parameters
from A, and put MRϕ ≥ α if MRA(ϕ) ≥ α for some (sufficiently large) A.
The following exercise shows that if ϕ is defined over an �-saturated model
M , we have MRϕ = MRM ϕ.

Exercise 6.2.1. Let ϕ be a formula with parameters in the �-saturated
model M . If MRϕ > α, show that there is an infinite family of formulas
with parameters inM which each imply ϕ, are pairwise inconsistent and have
Morley rank ≥ α.

Exercise 6.2.2. Let ϕ be a formula of Morley rank α <∞ and �0, �1, . . .
an infinite sequence of formulas. Assume that there is a number k such that
the conjunction any k of the �i has Morley rank smaller than α. Then
MR(ϕ ∧ �i) < α for almost all i .

Exercise 6.2.3. Show that a totally transcendental groupG has a connected
component, i.e., a smallest definable subgroup G0 of finite index. Show also
that any finite normal subgroup of G0 lies in the centre of G0.
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Exercise 6.2.4. If T is totally transcendental, then all types over �-satura-
ted models have Morley degree 1. (We will see in Corollary 8.5.12 that this is
true without assuming �-saturation.)

Exercise 6.2.5 (Lachlan). If a type p has Morley rank, then MR(p) <
|T |+. Hence, if T is totally transcendental, we have MR(T ) < |T |+.

Exercise 6.2.6. For a topological spaceX we define recursively on ordinals
X 0 := X,Xα+1 := Xα \ {x | x isolated in Xα} and X
 :=

⋂
α<
 X

α if 
 is
a limit ordinal. The Cantor–Bendixson rank of x ∈ X is equal to α if α is
maximal with x ∈ Xα .
Show that on S(C) the Morley rank equals the Cantor–Bendixson rank.
Note that S(C) is not even a class. So, for this exercise we have to ignore
set-theoretic subtleties.

Exercise 6.2.7. Call a function R which associates to every non-empty
definable class an ordinal dimensional if R(ϕ ∨ �) = max(R(ϕ), R(�)). A
function R : S(C) → On is continuous if {p | R(p) ≥ α} is closed for every
α. Show that

R(ϕ) = max{R(p) | ϕ ∈ p}
R(p) = min{R(ϕ) | ϕ ∈ p}

defines a bijection between dimensional R and continuous functionsR.

Exercise 6.2.8. If p is a type over acl(A), then p and p � A have the same
Morley rank.

6.3. Countable models of ℵ1-categorical theories

Uncountable models of ℵ1-categorical theories are determined up to iso-
morphism by their cardinality. Section 5.8 showed that this cardinality co-
incides with the dimension of a strongly minimal formula. We here extend
this analysis in order to classify also the countable models of ℵ1-categorical
theories and show in Theorem 6.3.7 that for each possible dimension there is
a unique model of the theory.
Throughout this section we fix a countable ℵ1-categorical theory T . For

modelsM ≺ N of T and ϕ(x) ∈ L(M ) a strongly minimal formula, we write
dimϕ(N/M ) for the ϕ-dimension of N overM .
Theorem 6.3.1. Let T be a countable ℵ1-categorical theory, M ≺ N be
models of T , A ⊆M and ϕ(x) ∈ L(A) a strongly minimal formula.
1. If b1, . . . , bn ∈ ϕ(N ) are independent over M and N is prime over M ∪

{b1, . . . , bn}, then
dimϕ(N/M ) = n, and
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2. dimϕ(N ) = dimϕ(M ) + dimϕ(N/M ).

Proof. For ease of notation we assume A = ∅.
1: Let c ∈ ϕ(N ). Wewant to show that c is algebraic overM ∪{b1, . . . , bn}.

Assume the contrary. Thenp(x) = tp(c/M∪{b1, . . . , bn}) is stronglyminimal
and is axiomatised by

{ϕ(x)} ∪ {¬ϕi(x) | i ∈ I },

where the ϕi range over all algebraic formulas defined overM ∪ {b1, . . . , bn}.
Since ϕ(M ) is infinite, any finite subset of p(x) is realised by an element of
M . Thus, p(x) is not isolated. But all elements of the prime extension N are
atomic overM ∪ {b1, . . . , bn} by Corollary 5.3.7, a contradiction.
2: This follows from Remark C.1.8, if we can show that a basis of ϕ(N )
over ϕ(M ) is also a basis of ϕ(N ) overM . So the proof is complete once we
have established the following lemma. �
Lemma 6.3.2. LetT be�-stable,M ≺ N models ofT , ϕ(x) be strongly min-
imal and bi ∈ ϕ(N ). If the bi are independent over ϕ(M ), they are independent
overM .

Proof. Assume that b1, . . . , bn are algebraically independent over ϕ(M )
but dependent over a ∈ M . Put b = b1 . . . bn. An argument as in the proof
of Theorem 5.5.2 shows that we may assume that M is �-saturated. Let p

be the type of b over M . We choose a sequence b
0
, b
1
, . . . in ϕ(M ) such

that b
2i
is an n-tuple of elements algebraically independent over b

0
. . . b

2i−1

and b̄2i+1 realises p � ab0 . . . b2i . Let q be the type of a over the set B of
elements of (b̄i). Since the sequence (b

i
) is indiscernible, every permutation

� of � defines a type �(q) over B . If {i | �(2i) even} �= {i | �′(2i) even}, we
have �(q) �= �′(q). So there are uncountably many types over B and T is not
�-stable. �
The previous lemma holds for arbitrary theories. This uses the fact that
ϕ(x) is stable in the sense of Exercise 8.3.5 and that by symmetry there are
few types over parameter sets contained in ϕ(C) (see Definition 8.2.1).

Corollary 6.3.3. The dimension

dim(N/M ) = dimϕ(N/M )

of N overM does not depend on ϕ: it is the maximal length of an elementary
chain

M = N0 � N1 � · · · � Nn = N

betweenM and N .

Proof. This follows from the previous theorem since T has no Vaughtian
pairs. �



102 6. Morley rank

For the remainder of this section, we letM0 denote the prime model of T . We
also fix a strongly minimal formula ϕ(x, a0) ∈ L(M0) and put p0(x) = tp(a0).
Note that the type p0(x) of a0 is isolated by Theorem 4.5.2, hence realised
in every model of T . For any model M and realisation a of p0 in M , let
dimϕ(x,a)(M ) denote theϕ(x, a)-dimension ofM over a. To simplify notation
we assume that a0 is some element a0 rather than a tuple.
SinceM0 is �-homogeneous by Corollary 4.5.4, the dimension

m0 = dimϕ(x,a)(M0)

does not depend on the realisation a ofp0 inM0. Wewill show in Lemma 6.3.6
that the same is true for any model of T .
Lemma 6.3.4. A countable model M is saturated if and only if its ϕ(x, a)-
dimension is�. Hence in this case, the dimension is independent of the realisation
of p0(x) inM . In particular, T is ℵ0-categorical if and only if m0 = �.
Proof. In a saturated model the ϕ(x, a)-dimension is infinite. Since there

exists a unique countable saturated model by Lemmas 5.2.8 and 5.2.9, the first
claim follows. This obviously does not depend on the realisation of p0. The
last sentence now follows from Theorem 5.2.11. �
We need the following observation.
Lemma 6.3.5. IfM is prime over a finite set andm0 < �, then dimϕ(x,a)(M )

is finite.
Proof. SupposeM is primeover the finite setC . LetB be abasis ofϕ(M,a)
overM0. SinceM is the minimal prime extension ofM0∪B , C is atomic over
M0 ∪ B . Thus there exists a finite subset B0 of B such that C is contained in
the prime extensionN ofM0 ∪B0. AsM is prime over Ca, it suffices to show
that dimϕ(x,a)(N ) is finite and this follows by Theorem 6.3.1 from

dimϕ(x,a)(N ) = m0 + |B0| . �

The crucial lemmaandpromised converse toCorollary 5.8.3 is the following.
Lemma 6.3.6. The dimension dimϕ(x,a)(M ) does not depend on the realisation

a of p0 inM .
Proof. The lemma is clear ifM is uncountable and also ifM is countable
with infinite ϕ-dimension by Lemma 6.3.4. Therefore we may assume thatM
has finite ϕ-dimension, which implies that m0 is finite.
For the proof we now introduce the following notion: let a1 and a2 realise
p0. Choose a model N of finite ϕ-dimension containing a1 and a2, which
exists by Lemma 6.3.5, and put

diff(a1, a2) = dimϕ(x,a1)(N )− dimϕ(x,a2)(N ).
This definition does not depend on the model N : if N ′ ≺ N is prime over
a1, a2, then by Theorem 6.3.1 we have for i = 1, 2

dimϕ(x,ai )(N ) = dimϕ(x,ai )(N
′) + dim(N/N ′),
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so

diff(a1, a2) = dimϕ(x,a1)(N
′)− dimϕ(x,a2)(N

′).

Clearly we have

diff(a1, a3) = diff(a1, a2) + diff(a2, a3).

This implies that diff(a1, a2) only depends on tp(a1, a2). We will show that
diff(a1, a2) = 0 for all realisations of p0. This implies that dimϕ(x,a1)(M ) =
dimϕ(x,a2)(M ) for all modelsM which contain a1 and a2.
For the proof choose an infinite sequence a1, a2, . . . with

tp(ai , ai+1) = tp(a1, a2)

for all i .
Now we use the fact that ℵ1-categorical theories are �-stable, so the type

p0 has Morley rank and an extension q0 to {a1, a2, . . . } of the same rank.
Let b be a realisation of q0. Then, by Corollary 6.2.13, there are at most
MD(p0) many different types of the form tp(bai). So let i < j be such that
tp(bai) = tp(baj).
Then diff(ai , b) = − diff(b, aj) and
(j − i) diff(a1, a2) = diff(ai , aj) = diff(ai , b) + diff(b, aj) = 0,

implying diff(a1, a2) = 0. �
Thanks to the previous lemma we obtain a complete account of the models of
an uncountably categorical theory.
Theorem 6.3.7 (Baldwin–Lachlan). IfT is uncountably categorical, then for
any cardinal m ≥ m0 there is a unique modelM of T with dimϕ(x,a)(M ) = m.
These models are pairwise non-isomorphic.
Proof. If m = m0 + � , choose M prime over M0 ∪ {bi | i < �} where
the bi ∈ ϕ(C, a0) are independent overM0. Uniqueness follows from Corol-
lary 5.8.3 and non-isomorphism from Lemma 6.3.6. �

Exercise 6.3.1. All models of an ℵ1-categorical theory are �-homogene-
ous.

Exercise 6.3.2. Let T be strongly minimal and m0 be the dimension of the
prime model. Show that m0 is the smallest number n such Sn+1(T ) is infinite.

6.4. Computation of Morley rank

In this section we show that the Morley rank agrees with the dimension of
the pregeometry on strongly minimal sets and give some examples of how to
compute it in �-stable fields. We start with some general computations and
continue to assume thatT is a countable complete theory with infinite models.
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Lemma 6.4.1. If b is algebraic over aA, we haveMR(b/A) ≤MR(a/A).
Proof. Let MR(a/A) = α. We prove MR(b/A) ≤ α by induction on α.

Let d = MD(b/Aa). Choose an L(A)-formula ϕ(x, y) in tp(ab/A) such that
MR(∃yϕ(x, y)) = α and |ϕ(a′,C)| ≤ d for all a′.
We show that the Morley rank of �(y) = ∃xϕ(x, y) is bounded by α. For

this consider an infinite family �i(C) of disjoint subclasses of �(C) defined
over some extension A′ of A. Put �i(x) = ∃y(ϕ(x, y) ∧ �i(y)). Since any
d + 1 of the �i have empty intersection, some �i(x) has Morley rank � < α.
Let b′ be any realisation of �i(y). Choose a′ such that |= ϕ(a′, b′). Then b′
is algebraic over a′A and since a′ realises �i(x), we have MR(a′/A′) ≤ � . So
by induction we conclude MR(b′/A′) ≤ � , which shows MR�i ≤ � . So �
does not contain an infinite family of disjoint formulas ofMorley rank greater
or equal to α. So MR� ≤ α. �
Theorem 6.4.2. Let ϕ(x) be a strongly minimal formula defined over B and
a1, . . . , an a sequence of realisations. Then

MR(a1, . . . , an/B) = dimϕ(a1, . . . , an/B).

Proof. By the lemma we may assume that a1, . . . , an are independent
over B . Let a1, . . . , an realise the L(B)-formula �(x1, . . . , xn). By induc-
tion we have MR(a1, a2, . . . , an/Ba1) = n − 1. So the formula

�a1 (x̄) = �(x1, . . . , xn) ∧ x1
.= a1

has rank at least n − 1. The infinitely many conjugates of �a1 over B are
disjoint and have rank n − 1 as well. This shows that MR� ≥ n.
Let B ′ ⊃ B be an extension of B . By Corollary 5.7.7 there is only one type

p ∈ Sn(B ′) which is realised by an B ′-independent sequence of elements of
ϕ(C). So by induction, there is only one n-type of elements of ϕ(C) of rank
≥ n. This implies that ϕ(x1) ∧ · · · ∧ ϕ(xn) has rank n. �
Corollary 6.4.3. Letϕ(x) be a stronglyminimal formula and�(x1, . . . , xn)
be defined over B such that � implies ϕ(xi) for all i . Then

MR� = max{dimϕ(a/B) | C |= �(a)}. �
On strongly minimal sets,Morley rank is definable.
Corollary 6.4.4. For any strongly minimal formula ϕ(x) and any formula

�(x1, . . . , xn, y) which implies ϕ(xi) for all i , we have that

{b |MR�(x1, . . . , xn, b) = k}
is a definable class for every k.

Proof. We show thatMR�(x1, . . . , xn, b) ≥ k is an elementary property of
b by induction on n. The case n = 1 follows from the fact thatMR�(x1, b) ≥
1 is equivalent to ∃∞x1�(x1, b). This is an elementary property of b since ϕ
is strongly minimal (see the discussion on page 82). For the induction step
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we conclude from Corollary 6.4.3 that MR�(x1, . . . , xn, b) ≥ k if and only if
one of the following is true:

• there is an a1 such that MR�(a1, x2, . . . , xn, b̄) ≥ k,
• there is an a1 which is is not algebraic over b such that
MR�(a1, x2, . . . , xn, b) ≥ k − 1.

The first part is an elementary property of b by induction. For the second part
note that by induction MR�(a1, x2, . . . , xn, b) ≥ k − 1 can be expressed by
a formula �(a1, b). The second condition is then equivalent to ∃∞x1�(x1, b).

�
For algebraically closed fields, these considerations translate into the fol-
lowing statement.
Corollary 6.4.5. LetK be a subfield of a model of ACFp and let a be a tuple
of elements. Then the Morley rank of a overK equals the transcendence degree
of K(a) over K . �
Note that by quantifier elimination definable sets in algebraically closed
fields are exactly the constructible sets in algebraic geometry. The previous
corollary expresses the important fact that for a definable set in an algebraically
closed field the Morley rank equals the dimension of its Zariski closure in the
sense of algebraic geometry (see e.g., [51]).
We now turn to the theory of differentially closed fields of characteristic 0,

DCF0.
Let K ⊆ F be an extension of differential fields and a an element of F .
The dimension of a over K is defined as the transcendence degree of K{a}
over K . There is a unique quantifier-free type over K of infinite dimension.

Remark 6.4.6. If the dimension of a over K equals n, then the type of a
over K is determined by the d -minimal polynomial f of a over K : so f is
irreducible in K [x0, . . . , xn] and f(a, . . . , d na) = 0 (see Remark B.3.7). �
Corollary 6.4.7. DCF0 is �-stable. For a differential field K and elements

a we have

MR(a/K) ≤ dim(a/K).
If a has infinite dimension, then the type of a over K has Morley rank �.
Proof. There are at most |K | many d -minimal polynomials over K , so at
most |K | many 1-types. Thus, DCF0 is �-stable.
We may assume that K is ℵ1-saturated (otherwise we take a extension
of tp(a/K) to an ℵ1-saturated field with the same Morley rank. Then the
Morley rank stays the same and the dimension does not increase.) We show
MR(a/K) ≤ dim(a/K) by induction on dim(a/K). If dim(a/K) = 0, then a
is algebraic over K and the Morley rank is 0. Let dim(a/K) = n and let f be
theminimal polynomial of a overK . Apart from tp(a/K), all other types over
K containingf(x, . . . , d nx) .= 0 have dimension, and henceMorley rank, less
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than n. Since K is sufficiently saturated, this implies that the Morley rank of
tp(a/K) is at most n.
By the next remark there are types of rank n for every n. This implies that

there must be 1-types of rank ≥ �. Since there is only one type p∞ of infinite
dimension, it follows4 that p∞ has rank �. �
Lemma 6.4.8. If a, . . . , d n−1a are algebraically independent over K and

dna ∈ K , thenMR(a/K) = n.
Proof. We prove this by induction on n. Consider the formula ϕ(x) =

(dn(x) .= dn(a)). If the claim is true for n − 1, all formulas ϕb(x) =
(dn−1(x) .= b) have rank n − 1. For all constants c the ϕdn−1(a)+c(x) are
contained in ϕ(x). So ϕ(x) has rank n. All a′ which realise ϕ(x) have either
dimension at most n − 1 or have the same type as a over K . This shows that
a has Morley rank n over K . �
Dimension in pregeometries is additive, i.e., we have dim(ab/B) =

dim(a/B) + dim(b/aB). This translates into additivity of Morley rank for
elements in the algebraic closure of strongly minimal sets.
Proposition 6.4.9. Let ϕ be a strongly minimal formula defined over B and

a, b algebraic over ϕ(C) ∪ B . ThenMR(ab/B) = MR(a/B) +MR(b/aB).
Proof. Assume B = ∅ for notational simplicity. Then a is algebraic over
some finite set of elements of ϕ(C). We can split this set into a sequence f̄
of elements which are independent over a and a tuple a which is algebraic
over f̄a. By taking non-forking extensions if necessary (see Corollary 6.2.13
and the discussion thereafter), we may assume that f̄ is independent from ab.
Now a and a are interalgebraic over f̄. In the same way we find tuples ḡ and
b in ϕ(C) such F = f̄ḡ is independent from ab and b is interalgebraic with b
over aF . The claim now follows from

MR(ab) = MR(ab/F )

= MR(ab/F ) = MR(a/F ) +MR(b̄/aF )

= MR(a/F ) +MR(b/aF ) = MR(a) +MR(b/a). �

In fact, Exercise 6.4.6 shows that if F is any infinite B-independent subset
F of ϕ(C) then every element of acl(ϕ(C) ∪B) is interalgebraic over FB with
a tuple in ϕ(C).

Exercise 6.4.1. Let T be strongly minimal. Show that a finite tuple a is
geometrically independent from B over C (in the sense of a pregeometry, see
page 208 and Exercise C.1.1) if and only if MR(a/BC ) = MR(a/C ).

Exercise 6.4.2. Let be � a formula without parameters. Assume that �
is almost strongly minimal, i.e., that there is a strongly minimal formula ϕ
defined over some set B such that all elements of �(C) are algebraic over

4This is immediate if K is �-saturated, see Exercise 6.2.1.
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ϕ(C) ∪ B . Then for all a, b in �(C) and any set C we have MR(ab/C ) =
MR(a/C ) +MR(b/aC ).

The following exercise shows that for arbitrary totally transcendental theo-
ries the Morley rank need not be additive.

Exercise 6.4.3. Consider the following theory in a two-sorted language
having sorts A and B and a function f : B → A. Assume that sort A is
split into infinitely many infinite predicates A1, A2, . . . such that any a ∈ An
has exactly n preimages under f. Let a be a generic element of A, i.e., an
element such that MR(a) is maximal, and choose f(b) = a. Show that
MR(ab) = MR(a) = 2, MR(b/a) = 1.

Exercise 6.4.4. Let f : B → A be a definable map. Prove the following:
1. If f is surjective, then MR(A) ≤MR(B).
2. If f has finite fibres, then MR(B) ≤MR(A).
3. LetA haveMorley rank α. Call a fibref−1(a) generic if MR(a/C ) = α
where C is a set of parameters over which A, B and f are defined. Now
assume that the rank of all fibres is bounded by � > 0 and the rank of
the generic fibres is bounded by �gen. Prove5

MR(B) ≤ � · α + �gen.
(Hint: Use induction on �gen and α. The slightly weaker inequality MR(B) ≤
� · (α + 1) is due to Shelah ([54], Thm. V 7.8) and Erimbetov [18].)

Exercise 6.4.5. A theory has the definable multiplicity property if for all
ϕ(x, y), n and k the class { b | MRϕ(x, b) = n, MDϕ(x, b) = k} is
definable. Find an example of a theory T which has definable Morley rank
but not the definable multiplicity property.

Exercise 6.4.6. Let ϕ be a strongly minimal formula without parameters
and F an infinite independent subset of ϕ(C). Then every element of aclϕ(C)
is interalgebraic over F with a tuple in ϕ(C).

5We use here ordinal addition and multiplication: α + � is the order type of α followed by �
and � · α is the order type of the lexicographical ordering of α × � .





Chapter 7

SIMPLE THEORIES

So far, we havemainly studied totally transcendental theories, a small subclass
of the class of stable theories, indeed the most stable ones. Before we turn to
stable theories in general, we consider simple (but possibly unstable) theories,
a generalisationwhich, after their first introduction by Shelah [56], gained new
attention following the fundamental work of Kim and Pillay [34]. Interest in
simple theories increased with Hrushovski’s results on pseudo-finite fields,
see [29]. The presentation given here owes much to Casanovas, see [14].

7.1. Dividing and forking

We will characterise simple theories by the existence of a well-behaved no-
tion of independence, a relation on types satisfying certain properties. To this
end we here define forking and dividing. In the context of totally transcenden-
tal theories, these concepts correspond to type extensions of smaller Morley
rank. Throughout this section, we work in a countable complete theory T with
infinite models.
We begin with a reformulation of the Standard Lemma 5.1.3 on indis-
cernibles.
Lemma 7.1.1 (The Standard Lemma). Let A be a set of parameters, I an

infinite sequence of tuples and J a linear order. Then there is a sequence of
indiscernibles over A of order type J realizing EM(I/A). �
Definition 7.1.2. We say ϕ(x, b) divides over A (with respect to k) if there
is a sequence (bi)i<� of realisations of tp(b/A) such that (ϕ(x, bi))i<� is k-
inconsistent.1 A set of formulas �(x) divides over A if �(x) implies some
ϕ(x, b) which divides overA. There is no harm in allowing ϕ(x, y) to contain
parameters from A.

If ϕ(x, a) implies �(x, a′) and �(x, a′) divides overA, then ϕ(x, a) divides
over A. Thus ϕ divides over A if and only if {ϕ} divides over A. Also a set
1A family (ϕi (x))x∈I is k-inconsistent if for every k-element subsetK of I the set {ϕi | i ∈ K}

is inconsistent.

109
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� divides over A if and only if a conjunction of formulas from � divides over
A. Note that it makes sense to say that �(x) divides over A for x an infinite
sequence of variables as we may use dummy variables without changing the
meaning of dividing.

Example. In the theory DLO, the formula b1 < x < b2 divides over the
empty set (for k = 2). The type p = {x > a | a ∈ Q} does not divide over
the empty set for any k.

The following is easy to see.

Remark 7.1.3. 1. If a �∈ acl(A), then tp(a/Aa) divides over A.
2. If �(x) is consistent and defined over acl(A), then �(x) does not divide
over A.

Lemma 7.1.4. The set �(x, b) divides over A if and only if there is a sequence
(bi)i<� of indiscernibles over A with tp(b0/A) = tp(b/A) and

⋃
i<� �(x, bi)

inconsistent.
We may replace � by any infinite linear order. Note also that b may be a
tuple of infinite length.
Proof. If (bi)i<� is a sequence of indiscernibles over A with tp(b0/A) =

tp(b/A) and
⋃
i<� �(x, bi) inconsistent there is a conjunction ϕ(x, b) of for-

mulas from �(x, b) for which Σ(x) = {ϕ(x, bi) | i < �} is inconsistent. So Σ
contains some k-element inconsistent subset. This implies that (ϕ(x, bi))i<�
is k-inconsistent.
Assume conversely that �(x, b) divides over A. Then some finite conjunc-

tion ϕ(x, b) of formulas from �(x, b) divides. Let (bi)i<� be a sequence of
realisations of tp(b/A) such that (ϕ(x, bi) | i < �) is k-inconsistent. We
may assume by Lemma 7.1.1 that (bi)i<� is indiscernible over A. Clearly,⋃
i<� �(x, bi) is inconsistent. �
Corollary 7.1.5. The following are equivalent:
1. tp(a/Ab) does not divide over A.
2. For any infinite sequence of A-indiscernibles I containing b, there exists
some a′ with tp(a′/Ab) = tp(a/Ab) and such that I is indiscernible over
Aa′.

3. For any infinite sequence of A-indiscernibles I containing b, there exists
I ′ with tp(I ′/Ab) = tp(I/Ab) and such that I ′ is indiscernible over Aa.

Proof. 2) ⇔ 3): this is clear by considering appropriate automorphisms.
It is also easy to see that the conclusion of 2) and 3) is equivalent to:

(∗) There exist a
′ and I ′ with tp(a′/Ab) = tp(a/Ab) and tp(I ′/Ab) =

tp(I/Ab) such that I ′ is indiscernible over Aa′.

1) ⇒ (∗): Let I = (bi)i∈I be an infinite sequence of indiscernibles with
bi0 = b. Let p(x, y) = tp(ab/A). Then

⋃
i∈I p(x, bi) is consistent by
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Lemma 7.1.4. Let a′ be a realisation. By Lemma 7.1.1, there is I ′′ = (b′′i )i∈I
indiscernible over Aa′ and realising EM(I/Aa′). Since |= p(a′, b′′i0 ), there is
an automorphism α ∈ Aut(C/Aa′) taking b′′i0 to b. Put I

′ = α(I ′′).
2) ⇒ 1): Let p(x, y) = tp(ab/A) and let (bi)i<� be a sequence of indis-

cernibles overAwith tp(b0/A) = tp(b/A). We have to show that
⋃
i<� p(x, bi)

is consistent. By assumption there isa′with tp(a′/Ab) = tp(a/Ab) such thatI
is indiscernible overAa′. As |= p(a′, b), a′ is a realisation of

⋃
i<� p(x, bi). �

The next proposition states a transitivity property of dividing. See Corol-
lary 7.2.17, its proof and Exercise 7.2.5.

Proposition 7.1.6. If tp(a/B) does not divide over A ⊆ B and tp(c/Ba)
does not divide over Aa, then tp(ac/B) does not divide over A.

Proof. Let b ∈ B be a finite tuple and I an infinite sequence of A-
indiscernibles containing b. If tp(a/B) does not divide overA, there is some I ′

with tp(I ′/Ab) = tp(I, Ab) and indiscernible over Aa. If tp(c/Ba) does not
divide over Aa, there is I ′′ with tp(I ′′/Aab) = tp(I ′/Aab) and indiscernible
over Aac proving the claim. �

Definition 7.1.7. The set of formulas �(x) forks over A if �(x) implies a
disjunction

∨
�<d ϕ�(x) of formulas ϕ�(x) each dividing over A.

Thus, if �(x) divides over A, it forks over A. The converse need not be
true in general (see Exercise 7.1.6). By definition (and compactness), we
immediately see the following.

Remark 7.1.8 (Non-forking is closed). If p ∈ S(B) forks over A, there is
some ϕ(x) ∈ p such that any type in S(B) containing ϕ(x) forks over A.

Corollary 7.1.9 (Finite character). If p ∈ S(B) forks over A, there is a
finite subset B0 ⊆ B such that p � AB0 forks over A. �
Lemma 7.1.10. If � is finitely satisfiable in A, then � does not fork over A.

Proof. If �(x) implies the disjunction
∨
�<d ϕ�(x, b), then some ϕ� has a

realisation a in A. If the bi , i < �, realise tp(b/A), then {ϕ�(x, bi) | i < �} is
realised by a. So ϕ� does not divide over A. �
Lemma 7.1.11. Let A ⊆ B and let � be a partial type over B . If � does not

fork over A, it can be extended to some p ∈ S(B) which does not fork over A.
Proof. Let p(x) be amaximal set ofL(B)-formulas containing �(x) which

does not fork over A. Clearly, p is consistent. Let ϕ(x) ∈ L(B). If neither ϕ
nor ¬ϕ belongs to p, then both p∪{ϕ} and p∪{¬ϕ} fork overA, and hence
p forks over A. Thus p is complete. �

Exercise 7.1.1. If I is an infinite sequence of indiscernibles over A, then
there is a modelM extending A over which I is still indiscernible.
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Exercise 7.1.2. 1. Let ϕ(x) be a formula over A with Morley rank and
let �(x) define a subclass of ϕ(C). If � forks over A, it has smaller
Morley rank than ϕ.

2. Let p be a type with Morley rank and q an extension of p. If q forks
over A, it has smaller Morley rank than p.

We will see in Exercise 8.5.5 that in both statements the converse is also
true.

Exercise 7.1.3. Letp be a type over themodelM andA ⊆M . Assume that
M is |A|+-saturated. Show that p forks over A if and only if p divides over A.

Exercise 7.1.4. A global type which is A-invariant, i.e., invariant under all
α ∈ Aut(C/A), does not fork over A.

Exercise 7.1.5. LetM be a κ-saturated and strongly κ-homogeneous mo-
del. If p ∈ S(M ) forks over a subset A of cardinality smaller than κ, then p
has κ many conjugates under Aut(M/A).

Exercise 7.1.6. Define the cyclical order on Q by

cyc(a, b, c) ⇔ (a < b < c) ∨ (b < c < a) ∨ (c < a < b).
Show:
1. (Q, cyc) has quantifier elimination.
2. For a �= b, cyc(a, x, b) divides over the empty set.
3. The unique type over the empty set forks (but of course does not divide)
over the empty set.

Exercise 7.1.7. If tp(a/Ab) does not divide overA and ϕ(x, b) divides over
A with respect to k, then ϕ(x, b) divides over Aa with respect to k.

7.2. Simplicity

In this section, we define simple theories and the notion of forking indepen-
dence whose properties characterise such theories. By the absence of binary
trees of consistent formulas, totally transcendental theories are simple. We
will see in the next chapter that in fact all stable theories are simple. Recall that
by our convention (see page 89), variables x and y may belong to different
sorts representing nx and ny-tuples of elements, respectively. We continue to
denote by T a countable complete theory with infinite models.

Definition 7.2.1. 1. A formula ϕ(x, y) has the tree property (with re-
spect to k) if there is a tree of parameters (as | ∅ �= s ∈ <��) such that:
a) For all s ∈ <��, (ϕ(x, asi) | i < �) is k-inconsistent.
b) For all � ∈ ��, {ϕ(x, as) | ∅ �= s ⊆ �} is consistent.

2. A theoryT is simple if there is no formula ϕ(x, y) with the tree property.
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Clearly, for the notion of simplicity, it suffices to consider formulas ϕ(x, y)
without parameters.

Remark 7.2.2. It is not hard to see that in totally transcendental theories
no formula has the tree property. This is immediate for k = 2. The general
case follows from Exercise 6.2.2.

Definition 7.2.3. Let Δ be a finite set of formulas ϕ(x, y) without param-
eters. A Δ–k-dividing sequence over A is a sequence (ϕi(x, ai) | i < �) such
that:
1. ϕi(x, y) ∈ Δ;
2. ϕi(x, ai) divides over A ∪ {aj | j < i} with respect to k;
3. {ϕi(x, ai) | i < �} is consistent.
Lemma 7.2.4. 1. If ϕ has the tree property with respect to k, then for every
A and � there exists a ϕ–k-dividing sequence over A of length �.

2. If no ϕ ∈ Δ has the tree property with respect to k, there is no infinite
Δ–k-dividing sequence over ∅.

Proof. 1): Note first that we may assume that � is a limit ordinal. A
compactness argument shows that for every � and κ there is a tree (as | ∅ �=
s ∈ <�κ) such that all families (ϕ(x, asi) | i < κ) are k-inconsistent and for all
� ∈ �κ, {ϕ(x, as) | ∅ �= s ⊆ �} is consistent. If κ is bigger than 2max(|T |,|A|,�),
we recursively construct a path � such that for all s ∈ �, infinitely many asi
have the same type over A ∪ {at | t ≤ s}. Now (ϕ(x, a��i+1) | i < �) is a
ϕ–k-dividing sequence over A.
2): Suppose there is an infinite Δ–k-dividing sequence over ∅. If ϕ appears
infinitely many times in this sequence, there is an infinite ϕ–k-dividing se-
quence (ϕ(x, ai) | i < �). For each i we choose a sequence (ani | n < �) with
tp(ani /{aj | j < i}) = tp(ai/{aj | j < i}) such that (ϕ(x, ani ) | n < �) is
k-inconsistent. Then we find parameters bs showing that ϕ has the tree prop-
erty with respect to k as follows: assume s ∈ i+1� and �b = (bs�1, . . . , bs�i)
have been defined such that tp(a1, . . . , ai−1) = tp(�b). Choose α ∈ Aut(C)
with α(a1, . . . , ai−1) = �b and put bs = α(a

s(i)
i ). �

It is easy to see that in simple theories for every finite set Δ and all k there
exists a finite bound on the possible lengths of Δ–k-dividing sequences.
Proposition 7.2.5. LetT be a complete theory. The following are equivalent.

a) T is simple.
b) (Local Character) For all p ∈ Sn(B) there is some A ⊆ B with |A| ≤ |T |
such that p does not divide over A.

c) There is some κ such that for all models M and p ∈ Sn(M ) there is some
A ⊆M with |A| ≤ κ such that p does not divide over A.
Proof. a) ⇒ b): If b) does not hold, there is a sequence (ϕi(x, bi) | i <

|T |+) of formulas from p(x) such that everyϕi(x, bi) divides over {bj | j < i}
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with respect to ki . There is an infinite subsequence for which allϕi(x, y) equal
ϕ(x, y) and all ki = k yielding a ϕ–k-dividing sequence.
b)⇒ c): Clear.
c) ⇒ a): If ϕ has the tree property, there are ϕ–k-dividing sequences
(ϕ(x, bi) | i < κ+). It is easy to construct an ascending sequence of models
Mi , (i < κ+) such that bj ∈Mi for j < i andϕ(x, bi) divides overMi . Extend
the set of ϕ(x, bi) to some type p(x) ∈ S(M ) whereM =

⋃
i<κ+Mi . Then p

divides over eachMi . �
Corollary 7.2.6. Let T be simple and p ∈ S(A). Then p does not fork

over A.
Proof. Supposep forks overA, sop implies some disjunction

∨
l<d ϕl (x, b)

of formulas all of which divide over A with respect to k. Put Δ = {ϕl (x, y) |
l < d}.
We will show by induction that for all n there is a Δ–k-dividing sequence
over A of length n. This contradicts the remark after Lemma 7.2.4. We will
assume also that the dividing sequence is consistent with p(x).
Suppose that (�i(x, ai) | i < n) is a Δ–k-dividing sequence over A, consis-

tent with p(x). By Exercise 7.2.4 we can replace b with a conjugate b′ over A
such that (�i(x, ai) | i < n) is a dividing sequence over Ab′. Now one of the
formulas ϕl (x, b′), say ϕ0(x, b′), is consistent with p(x)∪ {�i(x, ai) | i < n}.
So ϕ0(x, b′), �0(x, a0), . . . , �n−1(x, an−1) is a Δ–k-dividing sequence over A
and consistent with p(x). �
Let p be a type over A and q an extension of p. We call p a forking extension
if q forks over A.

Corollary 7.2.7 (Existence). If T is simple, every type over A has a non-
forking extension to any B containing A.
Proof. This follows from Corollary 7.2.6 and Lemma 7.1.11. �

Definition 7.2.8. The set A is independent from B over C , written

A |�
C

B,

if for every finite tuple a from A, the type tp(a/BC ) does not fork over C .
If C is empty, we may omit it and write A |� B .

This definition makes sense since forking of tp(a/BC ) does not depend
on the enumeration of a and since tp(a/BC ) forks over C if the type of a
subsequence of a forks over C . So this is the same as saying that tp(A/BC )
does not fork over C .

Definition 7.2.9. Let I be a linear order. A sequence (ai)i∈I is called
1. independent over A if ai |�A

{aj | j < i} for all i ;
2. aMorley sequence over A if it is independent and indiscernible over A;
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3. a Morley sequence in p(x) over A if it is a Morley sequence over A
consisting of realisations of p.

Example 7.2.10. Let q be a global type invariant over A. Then any se-
quence (bi)i∈I where each bi realises q � A∪{bj | j < i} is aMorley sequence
over A.

Proof. Let us call such sequences good. Clearly a subsequence of a good
sequence is good again. So for indiscernibility it suffices to show that all finite
good sequences b0 . . . bn and b′0 . . . b

′
n have the same type overA. Indeed, using

induction, we may assume that b0 . . . bn−1 and b′0 . . . b
′
n−1 have the same type

and so α(b0 . . . bn−1) = b′0 . . . b
′
n−1 for some α ∈ Aut(C/A). Then

α(tp(bn/Ab0 . . . bn−1)) = α(q � Ab0 . . . bn−1) = q � Ab′0 . . . b′n−1
= tp(b′n/Ab

′
0 . . . b

′
n−1),

which proves our claim. Independence follows from Exercise 7.1.4. �
We call such a sequence (bi)i∈I a Morley sequence of q over A. Note that
our proof shows that the type of a Morley sequence of q over A is uniquely
determined by its order type.

Lemma 7.2.11. If (ai)i∈I is independent over A and J < K are subsets of I ,
then tp((ak)k∈K/A{aj | j ∈ J}) does not divide over A.
Proof. We may assume that K is finite. The claim now follows from
Proposition 7.1.6 by induction on |K |. �
Lemma 7.2.12 (Shelah). For all A there is some 
 such that for any linear
order I of cardinality 
 and any family (ai)i∈I there exists an A-indiscernible
sequence (bj)j<� such that for all j1 < · · · < jn < � there is a sequence
i1 < · · · < in in I with tp(ai1 . . . ain /A) = tp(bj1 . . . bjn/A).
Proof. We only need that 
 satisfies the following. Let � = supn<� | Sn(A)|.
1. cf(
) > �
2. For all κ < 
 and all n < � there is some κ′ < 
 with κ′ → (κ)n� (see
Definition C.3.1).

By Erdős–Rado (see Theorem C.3.2) we may take 
 = ��+ .
We now construct a sequence of types p1(x1) ⊆ p2(x1, x2) ⊆ · · · with
pn ∈ Sn(A) such that for all κ < 
 there is some I ′ ⊆ I with |I ′| = κ such
that tp(ai1 . . . ain ) = pn for all i1 < · · · < in from I ′.
Then we can choose the (bi)i<� as a realisation of

⋃
i<� pi .

If pn−1 has been constructed and we are given κ < 
, we choose κ′ < 

with κ′ → (κ)n� and some I ′ ⊆ I with |I ′| = κ′ such that tp(ai1 . . . ain−1/A) =
pn−1 for all i1 < · · · < in−1 from I ′. Thus there are I ′′ ⊆ I ′ and pκn with
tp(ai1 . . . ain ) = p

κ
n for all i1 < · · · < in from I ′′. Since cf(
) > �, there is

some pn with pκn = pn for cofinally many κ. �



116 7. Simple theories

The existence of a Ramsey cardinal κ > � (see p. 210) would directly
imply that any sequence of order type κ contains a countable indiscernible
subsequence (in fact even an indiscernible subsequence of size κ).

Lemma 7.2.13. If p ∈ S(B) does not fork over A, there is an infinite Morley
sequence in p over A which is indiscernible over B . In particular, if T is simple,
for every p ∈ S(A), there is an infinite Morley sequence in p over A.
Proof. Let a0 be a realisation of p. By Lemma 7.1.11 there is a non-forking
extension p′ of p to Ba0. Let a1 be a realisation of p′. Continuing in this
way we obtain a sequence (ai)i<
 with ai |�A

B(aj)j<i for arbitrary 
. By
Lemma 7.2.12 we obtain a sequence of length � with the same property and
indiscernible over B . The last sentence is immediate by Corollary 7.2.6. �
Proposition 7.2.14. Let T be simple and �(x, y) be a partial type over A.

Let (bi)i<� be an infinite Morley sequence over A and
⋃
i<� �(x, bi) consistent.

Then �(x, b0) does not divide over A.
Proof. By Lemma 7.1.1, for every linear order I there is a Morley se-
quence (bi)i∈I in tp(b0/A) overA such that Σ(x) =

⋃
i∈I �(x, bi) is consistent.

Choose I having the inverse order type of |T |+. Let c be a realisation of Σ.
By Proposition 7.2.5(b) there is some i0 such that tp(c/A ∪ {bi | i ∈ I }) does
not divide over A ∪ {bi | i > i0}. This implies that tp(c/A ∪ {bi | i ≥ i0})
does not divide overA∪{bi | i > i0}. By Lemma 7.2.11, tp((bi | i > i0)/Abi0 )
does not divide over A. Hence tp(c (bi | i > i0)/Abi0 ) does not divide over A
by Proposition 7.1.6. This implies that �(x, bi0 ) does not divide over A. �
Proposition 7.2.15. Let T be simple. Then �(x, b) divides overA if and only
if it forks over A.
Proof. By definition, if �(x, b) divides over A, it forks over A. For the

converse assume �(x, b) does not divide overA. So if �(x, b) =
∨
l<d ϕl (x, b)

is implied by �(x, b), it does not divide over A. Let (bi)i<� be a Morley
sequence in tp(b/A) over A, which exists since T is simple. So {�(x, bi) |
i ∈ �} is consistent. By the pigeon-hole principle there must be some l
and some infinite I ⊆ � such that {ϕl (x, bi) | i ∈ I } is consistent. By
Proposition 7.2.14, ϕl (x, b) does not divide over A. Hence �(x, b) does not
fork over A. �
Proposition 7.2.16 (Symmetry). In simple theories, independence is sym-
metric.
Proof. AssumeA |�C

B and consider finite tuples a ∈ A and b ∈ B . Since
a |�C

b, Lemma 7.2.13 gives an infinite Morley sequence (ai)i<� in tp(a/Cb)
over C , indiscernible over Cb. Let p(x, y) = tp(ab/C ). Then

⋃
i<� p(ai , y)

is consistent because it is realised by b. Thus, by Proposition 7.2.14, p(a, y)
does not divide over C . This proves b |�C

a. Since this holds for all a ∈ A,
b ∈ B , it follows B |�C

A by Finite Character. �
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Corollary 7.2.17 (Monotonicity and Transitivity). Let T be simple, B ⊆
C ⊆ D. Then we have A |�B

D if and only if A |�B
C and A |�C

D.

Proof. One direction of this equivalence,Monotonicity, holds for arbitrary
theories and follows easily from the definition. For Transitivity, the other
direction, note that by Proposition 7.2.15 we may read Proposition 7.1.6 after
replacing finite tuples by infinite ones as

A′ |�
A

B and C |�
AA′
B ⇒ CA′ |�

A

B.

Swapping the left and the right hand sides, this is exactly the transitivity.
Hence the claim follows from Proposition 7.2.16. �
Corollary 7.2.18. That (ai)i∈I is independent over A does not depend on

the ordering of I .

Proof. Let i be an element of I and J,K two subsets such that J < i < K .
Write aJ = {aj | j ∈ J} and aK = {ak | k ∈ K}. We have to show that
ai |�A

aJaK . Now by Lemma 7.2.11 we have aK |�A
aJai . Monotonicity

yields aK |�AaJ
ai and by Symmetry we have ai |�AaJ

aK . The claim follows
now from ai |�A

aJ and Transitivity. �

So we can define a family (ai | i ∈ I ) to be independent over A if it is
independent for some ordering of I . Clearly (ai)i∈I is independent over A if
and only if ai |�A

{aj | j �= i} for all i . One calls a set B independent over A
if b |�A

(B \ {b}) for all b ∈ B .
The following lemma is a generalisation of Proposition 7.2.14.

Lemma 7.2.19. Let T be simple and I be an infinite Morley sequence over A.
If I is indiscernible over Ac, then c |�A

I.

Proof. We may assume I = (ai)i<� . Consider any ϕ(x, a0, . . . , an−1)
∈ tp(c/AI). Put bi = (ani , . . . , ani+n−1). Then by Lemma 7.2.11 (bi)i<� is
again a Morley sequence over A and {ϕ(x, bi) | i ∈ �} is consistent since
realised by c. We see from Proposition 7.2.14 that ϕ(x, a0, . . . , an−1) does not
fork over A. �

Exercise 7.2.1. If T is simple, there does not exist an ascending chain
(pα)α∈|T |+ of forking extensions. Hence, there do not exist an A-independent
sequence (bα)α∈|T |+ and a finite tuple c such that bα � |�A

c for all α.

Exercise 7.2.2 (Diamond Lemma). Assume T to be simple and p ∈ S(A).
Let q be a non-forking extension of p and r any extension of p. Then there is
an A-conjugate r′ of r with a non-forking extension s which also extends q.
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p

q r′

s

�
��

�
��

�
��

�
��

nf

nf

We can choose r′ in such a way that the domains of r′ and q are independent
over A.

Exercise 7.2.3. If T is simple and (ai)i∈I is an A-independent sequence,
then

aX |�
AaX∩Y

aY

for all X,Y ⊆ I where aX = {ai | i ∈ X}.

Exercise 7.2.4. If ϕ(x, b) divides over A and A ⊆ B , there is some A-
conjugate B ′ of B such that ϕ(x, b) divides over B ′.

Exercise 7.2.5. If T is simple, then

ab |�
A

B ⇐⇒ a |�
A

B and b |�
Aa

B.

Exercise 7.2.6. Assume that T simple and b1 . . . bn |�A
C . Then the se-

quence b1, . . . , bn is independent over A if and only if it is independent over
AC .

Exercise 7.2.7. If T is simple and Aa |�B
C , then a ∈ acl(ABC ) implies

a ∈ acl(AB).

Exercise 7.2.8. Use Proposition 7.1.6 to show thatT is simple if no formula
ϕ(x, y) for a single variable x has the tree property or, equivalently, if every
1-type does not divide over a set of cardinality at most |T |.

7.3. The independence theorem

The core of this section is the characterisation of simple theories in terms
of a suitable notion of independence. This is due to Kim and Pillay and
will be applied to pseudo-finite fields in Section 7.5. We will later specialise
this characterisation to stable theories. Unless explicitly stated otherwise, we
assume throughout this section that T is a simple theory.

Definition 7.3.1. For any setAwewrite ncA(a, b) if a and b start an infinite
sequence of indiscernibles over A.



7.3. The independence theorem 119

A formula �(x, y) is called thick if there are no infinite antichains, i.e.,
sequences (ci)i<� where ¬�(ci , cj) for all i < j < �. By compactness this
says that there is a bound k < � on the length of finite antichains. See
Exercise 7.3.2 for an explanation of the terminology.
Lemma 7.3.2. (T arbitrary.) For any set A and n-tuples a, b the following

are equivalent:
a) ncA(a, b).
b) |= �(a, b) for all thick �(x, y) defined over A.
In particular, ncA is type-definable.
Proof. Let p(x, y) = tp(ab/A). By 5.1.3, a) and b) start an infinite
sequence of indiscernibles if and only if there is a sequence (ci)i<� with |=
p(ci , cj) for i < j if and only if for all ϕ ∈ p the complement of ϕ(C) contains
arbitrarily long antichains, and so

�|= �(a, b) ⇒ � is not thick. �

Corollary 7.3.3. (T arbitrary.) If a and b have the same type over a model
M , there is some c such that ncM (a, c) and ncM (c, b).
Proof. We have to show |= ∃z(ϕ(a, z) ∧ ϕ(z, b)) for every thick formula
ϕ(x, y) ∈ L(M ). We may assume that ϕ is symmetric.2 SinceM is a model,
there is a maximal antichain a0, . . . , ak−1 of ϕ inM . Thus for some i we have
|= ϕ(a, ai) and hence |= ϕ(b, ai). �
In Exercise 8.1.2 below we give a different proof of the corollary, independent
of Lemma 7.3.2.
Lemma 7.3.4. (T arbitrary.) Let (bi)i<� be indiscernible overA and (bi)1≤i<�
indiscernible over Aa0b0. Then there is some a1 such that ncA(a0b0, a1b1).
Proof. Choose ai with tp(aibibi+1 . . . /A) = tp(a0b0b1 . . . /A). Let a′0b0,

a′1b1, . . . be a sequenceof indiscernibles realizing theEM-typeofa0b0, a1b1, . . .
over A. Since (bi)1≤i<� is indiscernible over Aa0b0, we have

tp(a′i1 , bi1 , bi2 , . . . , bin /A) = tp(a0, b0, b1, . . . , bn/A)

for all i1 < · · · < in. So tp(a′0, b0, b1, . . . /A) = tp(a0, b0, b1, . . . /A) and we
may assume that a0b0, a1b1, . . . is indiscernible over A. �
Lemma 7.3.5. Let I be indiscernible over A and J an infinite initial segment
without last element. Then I \ J is a Morley sequence over AJ .
Proof. Let I = (ai)i∈I and J = (ai)i∈J . It suffices to show ai |�AJ aX
for all i ∈ I \ J and all finite X ⊆ I with X < i . But this follows from
Lemma 7.1.10 as tp(aX/AJ ai) is finitely satisfiable in AJ . �
Proposition 7.3.6. If ϕ(x, a) does not fork over A and ncA(a, b), then

ϕ(x, a) ∧ ϕ(x, b) does not fork over A.

2That is, |= ∀x, y (�(x, y)→ �(y, x)).
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Proof. Let I be an infinite sequence of indiscernibles over A containing a
and b. We extend I by an infinite initial segment J without last element. Let
c be a realisation of ϕ(x, a) independent from J a over A. By Corollary 7.1.5
we may assume I to be indiscernible over AJ c.
It follows from Lemma 7.3.5 that I is a Morley sequence over AJ . So

by Lemma 7.2.19 we have c |�AJ I. Transitivity now implies c |�A
J I and

hence the claim. �
Lemma 7.3.7. Let ncA(b, b′) and a |�Ab

b′. Then there is some a′ with
ncA(ab, a′b′).
Proof. Let (bi)i<� indiscernible over A, b = b0 and b′ = b1. By Corol-
lary 7.1.5 we may assume (bi)1≤i<� to be indiscernible over Aab. The claim
now follows from Lemma 7.3.4. �
Proposition 7.3.8. If ϕ(x, a)∧�(x, b) does not fork over A, ncA(b, b′) and

a |�Ab
b′, then neither does ϕ(x, a) ∧ �(x, b′) fork over A.

Proof. By Lemma 7.3.7 there is some a′ such that ncA(ab, a′b′). Propo-
sition 7.3.6 implies that ϕ(x, a) ∧ �(x, b) ∧ ϕ(x, a′) ∧ �(x, b′) does not fork
over A. �
Corollary 7.3.9. Assume that ϕ(x, a) ∧ �(x, b) does not fork over A,
a |�A

b′b and that b and b′ have the same type over some model containing
A. Then ϕ(x, a) ∧ �(x, b′) does not fork over A.
Proof. ByCorollary 7.3.3 there is some c such that ncA(b, c) and ncA(c, b′).
By replacing a, if necessary, by a realisation of a non-forking extension of
tp(a/Abb′) to Abb′c, which exists by Corollary 7.2.7, we may assume that
a |�A

bb′c. Proposition 7.3.8 yields now first that ϕ(x, a) ∧�(x, c) does not
fork over A and then that ϕ(x, a) ∧ �(x, b′) does not fork over A. �
Corollary 7.3.10. Let a |�M

b, a′ |�M
a, b′ |�M

b, |= ϕ(a′, a)∧�(b′, b)
and assume that a′ and b′ have the same type overM . Then ϕ(x, a) ∧ �(x, b)
does not fork overM .
Proof. Choose a′′ such that tp(a′′a′/M ) = tp(bb′/M ) and a′′ |�Ma′

abb′.
Then by Transitivity we have

a′′ |�
M

aa′bb′.

It follows that the sequences a, a′, a′′ and a, b, a′′ are both independent over
A. This implies

a′ |�
M

aa′′ (7.1)

and

a |�
M

a′′b (7.2)
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Since |= �(a′, a′′), (7.1) implies that ϕ(x, a) ∧�(x, a′′) does not fork over
M . Soϕ(x, a)∧�(x, b) does not fork overM by (7.2) andCorollary 7.3.9. �
Theorem 7.3.11 (Independence Theorem). Suppose that b and c have the
same type over the modelM and suppose that

B |�
M

C, b |�
M

B and c |�
M

C.

Then there exists some d with tp(d/B) = tp(b/B) and tp(d/C ) = tp(c/C )
and such that

d |�
M

BC.

Proof. By Corollary 7.3.10, tp(b/B) ∪ tp(c/C ) does not fork overM . So
we find some d such that d |�M

BC , tp(d/B) = tp(b/B) and tp(d/C ) =
tp(c/C ). �
Corollary 7.3.12. Let Bi , i ∈ I , be independent overM and let bi be such
that bi |�M

Bi all bi having the same type overM . Then there is some d with
tp(d/Bi) = tp(bi/Bi) for all i and

d |�
M

{Bi | i ∈ I }.

Proof. Well-order I and show the existence of d by recursively constructing
pi = tp(d/{Bi | i ∈ I }). The details are left as an exercise. �
Theorem 7.3.13 (Kim–Pillay [34]). LetT be a complete theory and a |�

0
A
B

a relation between finite tuplesa and setsA andB invariant under automorphisms
and having the following properties:
a) (Monotonicity and Transitivity) a |�

0
A
BC if and only if a |�

0
A
B and

a |�
0
AB
C .

b) (Symmetry) a |�
0
A
b3 if and only if b |�

0
A
a.

c) (Finite Character) a |�
0
A
B if a |�

0
A
b for all finite tuples b ∈ B .

d) (Local Character) There is a cardinal κ, such that for all a and B there
exists B0 ⊆ B of cardinality less than κ such that a |�

0
B0
B

e) (Existence) For all a, A and C there is a′ such that tp(a′/A) = tp(a/A)
and a′ |�

0
A
C .

f) (Independence over Models) LetM be a model, tp(a′/M ) = tp(b′/M )
and

a |�
0

M

b, a′ |�
0

M

a, b′ |�
0

M

b.

Then there is some c such that tp(c/Ma) = tp(a′/Ma), tp(c/Mb) =
tp(b′/Mb) and c |�

0
M
ab.

Then T is simple and |�
0 = |� .

3We here consider a tuple as a finite set.
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We have seen that in simple theories the relation |� satisfies the properties
of the previous theorem (for κ = |T |+).
Proof. We may assume κ to be a regular cardinal, otherwise just replace κ
by κ+. Assume now a |�

0
A
b. We will use Lemma 7.1.4 to show that tp(a/Ab)

does not divide over A. So, let (bi)i<� be a sequence of A-indiscernibles
starting with b = b0.
Claim. We can find a modelM containingA such that (bi)i<� is indiscernible

overM and bi |�
0
M
{bj | j < i} for all i .

Proof of Claim. By Lemma 7.1.1 we can extend the sequence to (bi)i≤κ.
Furthermore, it is easy to construct an ascending sequence of models A ⊆
M0 ⊆ M1 ⊆ · · · such that for all i < κ all bj , (j < i) is contained in Mi
and (bj)i≤j≤κ is indiscernible overMi . By Local Character there is some
i0 such that bκ |�

0
Mi0

{bj | i0 ≤ j < κ}. From the Indiscernibility it now
follows that bi |�

0
Mi0

{bj | i0 ≤ j < i} for all i . We can takeM =Mi0 and the
sequence bi0 , bi0+1, . . . . �
Claim. We may assume a |�

0
M
b.

Proof of Claim. By Existence we may replace a by a′ with tp(a′/Ab) =
tp(a/Ab) and a′ |�

0
Ab
M and then apply Monotonicity and Transitivity.

�
We now find elements a = a0, a1, . . . such that ai |�

0
M
{bj | j ≤ i},

qi(x) = tp(ai+1/M{bj | j ≤ i}) = tp(ai/M{bj | j ≤ i}) and tp(aibi/M ) =
tp(ab/M ): given a0, . . . , ai , choose a′ with tp(a′bi+1/M ) = tp(ab/M ). Now
apply Independence over Models to

{bj | j ≤ i} |�
0

M

bi+1, ai |�
0

M

{bj | j ≤ i} and a′ |�
0

M

bi+1

to find ai+1.
This implies that

⋃
i<� qi(x) is consistent and contains all p(x, bi) where

p(x, y) = tp(ab/M ). By Lemma 7.1.4, tp(a/Ab) does not divide over A.
Simplicity of T now follows from Local Character and Proposition 7.2.5.
It remains to show a |�

0
A
b if tp(a/Ab) does not divide over A. Using

Existencewe construct for any 
 a sequence (bi)i<
 which is |�
0
A
-independent

and for which tp(bi/A) = tp(b/A). If this sequence is sufficiently long, the
same argument used for Lemma 7.2.13 (but now using Monotonicity and
Finite Character) yields an A-indiscernible sequence (b′i )i<κ which is |�

0
A
-

independent as well and satisfies tp(b′i /A) = tp(b/A) and b = b
′
0. We now

apply Corollary 7.1.5 and obtain a′ such that tp(a′/Ab) = tp(a/Ab) and so
that (b′i )i<κ is indiscernible over Aa

′. Local Character andMonotonicity
yield the existence of i0 with

a′ |�
0

A{b′i |i<i0}
b′i0 .
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Since

b′i0 |�
0

A

{b′i | i < i0}

we get

a′ |�
0

A

b′i0 and hence a |�
0

A

b

from Symmetry and Transitivity using that tp(a′b′i0/A) = tp(a
′b′0/A) =

tp(ab/A). �
Corollary 7.3.14. The theory of the random graph is simple.
Proof. Define A |�

0
B
C by A ∩ C ⊆ B and apply Theorem 7.3.13, �

Exercise 7.3.1. Let T be simple. Assume that the partial type �(x, b) does
not fork over A and that I is an infinite sequence of indiscernibles over A
containing b. Show that there is a realisation c of �(x, b) such that c |�A

I
and I is indiscernible over Ac.
Exercise 7.3.2. A symmetric formula is thick if and only if there is no

infinite anti-clique, i.e., a sequence (ci)i<� , where |= ¬�(x, y) for all i �= j. This
explains the notation ncA. Prove the following, without using Lemma 7.3.2:
1. The conjunction of two thick formulas is thick.
2. If �(x, y) is thick, then �∼(x, y) = �(y, x) is thick.
3. A formula is thick if andonly if it is implied by a symmetric thick formula.

Exercise 7.3.3. LetT be a simple theory andA a set of parameters. Assume
that there is an element b which is algebraic over A but not definable over A.
Then the Independence Theorem does not hold if in its formulation the model
M is replaced by A.

Exercise 7.3.4. Fill in the details of the proof of Corollary 7.3.12.

Exercise 7.3.5. Prove directly from the axioms in Theorem 7.3.13 that

a |�
0

A

B ⇔ a |�
0

A

AB.

Exercise 7.3.6. Let T be simple and p be a type over a model. Then p has
either exactly one non-forking extension to C (p is stationary) or arbitrarily
many.

7.4. Lascar strong types

In this section we will prove a version of the Independence Theorem 7.3.11
over arbitrary parameter setsA. For this we have to strengthen the assumption
that b and c have the same type over A to having the same Lascar strong type
over A. In what follows T is an arbitrary complete theory.



124 7. Simple theories

Definition 7.4.1. Let A be any set of parameters. The group Autf(C/A)
of Lascar strong automorphisms of C over A is the group generated by all
Aut(C/M ) where the M are models containing A. Two tuples a and b have
the same Lascar strong type overA if α(a) = b for some α ∈ Autf(C/A). We
denote this by Lstp(a/A) = Lstp(b/A).

It is easy to see that tuples a and b have the same Lascar strong type over
A if and only if there is a sequence a = b0, b1, . . . , bn = b such that for all for
all i < n, bi and bi+1 have the same type over some model containing A.
Lemma 7.4.2. Assume that T is simple. If ϕ(x, a) ∧ �(x, b) does not fork
over A, and if Lstp(b/A) = Lstp(b′/A) and a |�A

b′b, then ϕ(x, a)∧�(x, b′)
does not fork over A.
Proof. Choose a sequence b = b0, b1, . . . , bn = b′ such that for each i <

n, bi and bi+1 have the same type over some model containing A. By the
properties of forking we may assume that a |�A

b0b1 . . . bn. We thus always
have a |�A

bibi+1 and the claim follows by induction fromCorollary 7.3.9. �
As in the previous proof we will repeatedly use Existence (Corollary 7.2.7)

to assume that we have realisations of types which are independent from other
sets. This is also crucial in the following lemma.
Lemma 7.4.3. Assume T to be simple. For all a,A and B there is some a′

such that Lstp(a′/A) = Lstp(a/A) and a′ |�A
B .

Proof. By Existence and Symmetry, we can choose a modelM ⊃ A with
a |�A

M . By Existence again we can find a′ such that tp(a′/M ) = tp(a/M )
and a′ |�M

B , so the claim now follows from Transitivity. �
A stronger statement will be proved in Exercise 7.4.4.
Corollary 7.4.4. Let Lstp(a/A) = Lstp(b/A). For all a′, B there exists b′

such that Lstp(aa′/A) = Lstp(bb′/A) and b′ |�Ab
B .

Proof. Choose bb′′ such that Lstp(aa′/A) = Lstp(bb′′/A) and by the
Lemma there is some b′ such that b′ |�Ab

B andLstp(b′′/Ab) = Lstp(b′/Ab).
It is easy to see that this implies Lstp(bb′′/A) = Lstp(bb′/A). �
Corollary 7.4.5. Let a |�A

b, a′ |�A
a, b′ |�A

b, Lstp(a′/A) = Lstp(b′/
A) and |= ϕ(a′, a) ∧ �(b′, b). Then ϕ(x, a) ∧ �(x, b) does not fork over A.
Proof. Choose a′′ by Corollary 7.4.4 such that Lstp(a′′a′/A) = Lstp(bb′/
A) and a′′ |�Aa′

abb′. Then proceed as in the proof of Corollary 7.3.10, but
use Lemma 7.4.2 instead of Corollary 7.3.9. �
This yields the following generalisation of Theorem 7.3.11.
Theorem 7.4.6 (Independence Theorem). Let T be simple and suppose
Lstp(b/A) = Lstp(c/A),

B |�
A

C, b |�
A

B and c |�
A

C.
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Then there exists some d such that d |�A
BC , Lstp(d/B) = Lstp(b/B) and

Lstp(d/C ) = Lstp(c/C ).
Proof. By Corollary 7.4.5, tp(b/B) ∪ tp(c/C ) does not fork over A. So

we find some d such that d |�A
BC , tp(d/B) = tp(b/B) and tp(d/C ) =

tp(c/C ). The stronger claim about Lascar strong types is left as Exercise 7.4.3.
�

Corollary 7.4.7. Assume T to be simple and let Bi , i ∈ I , be independent
overA and bi such that bi |�A

Bi with all bi having the same Lascar strong type
over A. Then there is some d such that d |�A

{Bi | i ∈ I } and Lstp(d/Bi) =
Lstp(bi/Bi) for all i .
Proof. Assume the Bi are models containing A. The proof goes then as
the proof of Corollary 7.3.12. �
Lemma 7.4.8. Let T be simple, a |�A

b and Lstp(a/A) = Lstp(b/A), there
is an infinite Morley sequence over A containing a and b.
Proof. Consider p(x, y) = tp(ab/A). Starting from a0 = a and a1 = b
we recursively construct a long independent sequence (ai) of elements all
having the same Lascar type over A. If (ai | i < α) is given, the p(ai , y)
are realised by elements bi with bi |�A

ai and Lstp(bi/A) = Lstp(a/A). By
Corollary 7.4.7 there is some aα with aα |�A

{ai | i < α}, |= p(ai , aα) for
all i < α and Lstp(aα/A) = Lstp(a/A). If the sequence is sufficiently long,
then by Lemma 7.2.12 there is an A-indiscernible sequence (a′i )i<� such that
|= p(a′i , a′j) for all i < j and furthermore the sequence is independent over
A because all types (a′j/A{a′i | i < j}) appear in (ai). Since tp(a′1a′0/A) =
tp(ba/A), we may assume a′0 = a and a

′
1 = b. �

Corollary 7.4.9. We have Lstp(a/A) = Lstp(b/A) if and only if nc2A(a, b).
In particular, the equivalence relation ELA(a, b) defined as Lstp(a/A) =
Lstp(b/A) is type-definable.
Proof. Choose c with c |�A

ab and Lstp(c/A) = Lstp(a/A) = Lstp(b/A).
By Lemma 7.4.8, we have ncA(c, a) and ncA(c, b). Hence

ELA(x, y) ⇔ ∃z (ncA(x, z) ∧ ncA(z, y))
and this is type-definable by Lemma 7.3.2. �
It is an open problem whether in simple theories Lascar strong types are the
same as strong types (see Exercise 8.4.9).

Exercise 7.4.1. Show that an automorphism of C is Lascar strong if and
only if it preserves the Lascar strong type of any tuple of length |T |.

Exercise 7.4.2. Show that ncA(a, b) implies ncacl(A)(a, b).

Exercise 7.4.3. Deduce Theorem 7.4.6 from the weaker version which
claims only the equalities tp(d/B) = tp(b/B) and tp(d/C ) = tp(c/C ).



126 7. Simple theories

Exercise 7.4.4. Show that in arbitrary theories ncA(x, a) does not divide
over A. Use this to prove a stronger version of Lemma 7.4.3: Assume that T
is simple. For all a,A,B there is some a′ such that ncA(a, a′) and a′ |�A

B .

Exercise 7.4.5. If ncA(a, b), there is somemodelM containingA such that
tp(a/M ) = tp(b/M ). Conclude that ELA is the transitive closure of ncA.

Exercise 7.4.6. A relation R ⊆ Cn × Cn is called bounded if there are no
arbitrarily long antichains, i.e., sequences (cα | α < κ) with ¬R(cα, c�) for all
α < � < κ. Show that the intersection of a family Ri , (i ∈ I ), of bounded
relations is again bounded.

Exercise 7.4.7. We call a relation A-invariant if it is invariant under all
automorphisms in Aut(C/A). Show that ncA is the smallest bounded A-
invariant relation.

Exercise 7.4.8. Show that ELA is the smallest bounded A-invariant equiva-
lence relation.

7.5. Example: pseudo-finite fields

We now turn to an important example of simple theories, namely those of
pseudo-finite fields. A perfect field K is called pseudo-finite if it is pseudo-
algebraically closed, i.e., if every absolutely irreducible affine variety defined
over K has a K -rational point and if its absolute Galois group is Ẑ, i.e., K
has a unique extension of degree n for each n ≥ 1. Equivalently, a field is
pseudo-finite if it is elementarily equivalent to an infinite ultraproduct of finite
fields, see Exercise 7.5.2 or [1], Theorem 8. For background on pseudo-finite
fields and profinite groups see Section B.4.

Proposition 7.5.1. Let L1 and L2 be regular procyclic extensions of a field
K and let L2 be pseudo-finite. Then L1 can be regularly embedded over K into
an elementary extension of L2.

Proof. By Lemma B.4.16, we may assume that N is a common regular
procyclic extension of the Li . As a regular procyclic extension of L2, N
is 1-free (by Corollary B.4.14). Since L2 is existentially closed in N (see
Lemma B.4.2), N is embeddable over L2 into an elementary extension L′

2
of L2. Let N ′ denote the image of this embedding. By B.4.14, L′

2/N
′ is

regular. �
Theorem 7.5.2. LetL1 andL2 be regular pseudo-finite extensions ofK . Then

L1 and L2 are elementarily equivalent over K .

Proof. By Proposition 7.5.1 we obtain an alternating elementary chain. Its
union is an elementary extension of both L1 and L2. �
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The absolute part Abs(L) of a field L is the relative algebraic closure in L of
its prime field. Since a perfect field L is a regular extension of Abs(L) (see
Proposition B.4.13) we obtain.

Corollary 7.5.3. The elementary theory of a pseudo-finite field L is deter-
mined by the isomorphism type of Abs(L). A field K algebraic over its prime
field is the absolute part of some pseudo-finite field if and only if it is procyclic.
(This is always true in finite characteristic.)

We now fix the complete theory of a pseudo-finite field and work in its
monster model C.

Corollary 7.5.4. Let K be a subfield of C, and a and b tuples of elements
C. Then a and b have the same type over K if and only if the relative algebraic
closures of K(a) and K(b) in C are isomorphic over K via some isomorphism
taking a to b.

Proof. Let A and B be the relative algebraic closures of K(a) and K(b),
respectively. If a and b have the same type over K , then A and B are iso-
morphic in the required way by Lemma 5.6.4. Conversely, if A and B are
isomorphic over K by such an isomorphism, the claim follows immediately
from Theorem 7.5.2. �
Theorem 7.5.5. In pseudo-finite fields, algebraic independence has all the
properties of forking listed in Theorem 7.3.13.

Proof. We keep working in C. All properties are clear except (Existence)
and (Independence over Models).
(Existence): Let K be a subfield of C and L and H two extensions of

K . We may assume that all three fields are relatively algebraically closed in
C. By Lemma B.4.16, there is a procyclic extension C of H (not necessarily
contained in C) containing a copy L′ of L/K independent from H over K
and such that C/L′ is regular. By Proposition 7.5.1, C can be regularly over
H embedded into C. Let L′′ denote the image of L′ in C. Then L′′ andH are
independent over K and L′′ and L have the same type over K (see p. 23).
(Independence over Models): Let M be an elementary submodel of C

and letK and L be field extensions independent overM . Assume further that
we are given extensions K ′ and L′ so that K and K ′ as well as L and L′ are
independent overM and such that K ′ and L′ have the same type overM .
We may assume that all these fields are relatively algebraically closed in

C. Then, if � is a generator of G(C), the relative algebraic closures of KK ′

and LL′ in C are the fixed fields of κ′ = � � (KK ′)alg in (KK ′)alg and of

′ = � � (LL′)alg, respectively.
We now take another field extensionH/M (possibly outside C) isomorphic
toK ′/M andL′/M and independent ofKL overM . ThenKK ′ andKH , and
LL′ and LH , respectively, are isomorphic overM and the isomorphisms are
compatible with the given isomorphism between K ′ and L′. We transport κ′
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and 
′ to (KH )alg and (LH )alg via these isomorphism and call the transported
automorphisms κ and 
. Clearly κ, 
 and � = � � (KL)alg agree on Kalg and
Lalg. They also agree onH alg, since κ � H alg and 
 � H alg are both the unique
extension of � �M alg to G(H ).
Since (KH )alg and (LH )alg are independent overH alg, it follows that κ and

 extend to an automorphism �′ of (KH )alg(LH )alg which agrees with � on
KalgLalg. We will see in Corollary 8.1.8 that(

(KH )alg(LH )alg
)
∩ (KL)alg = KL.

So �′ and � have a common extension to some automorphism of

(KH )alg(LH )alg(KL)alg

which again can be extended to some automorphism � of (KLH )alg. Let C
be the fixed field of �, so C is procyclic. The relative algebraic closures of
KL, KH and LH in C are isomorphic to the relative algebraic closures of
KL, KK ′ and LL′ in C. Let N be the relative algebraic closure of KL in C.
Then C is a regular extension ofN . So, by Proposition 7.5.1 we find a regular
embedding of C into C over N . The image of H has the required properties.
Note that we did not make use of the fact thatM is a model, but only that

M is 1-free and C/M is regular. �
We have now proved
Corollary 7.5.6. Pseudo-finite fields are simple. Forking independence
agrees with algebraic independence.

Exercise 7.5.1. Let K be a procyclic field which is algebraic over its prime
field. It is shown in [1] thatK is the absolute part of an infinite ultraproduct of
finite fields. While the characteristic 0 case uses Čebotarev’s Density Theorem,
the proof of the characteristic p is an easy exercise.

Exercise 7.5.2. 1. Use the previous exercise to show that every pseudo-
finite field is elementarily equivalent to an infinite ultraproduct of finite
fields.

2. Show that pseudo-finite fields are exactly the infinitemodels of the theory
of all finite fields (see Exercise 2.1.2.)

Exercise 7.5.3. Show that in pseudo-finite fields every formula ϕ(x̄) is
equivalent to a Boolean combination of formulas of the form ∃yf(x̄, y) .= 0,
where f(X̄ , Y ) is a polynomial over Z. (Hint: Use Lemma 3.1.1, Theorem 7.5.2
and Lemma B.3.13.)



Chapter 8

STABLE THEORIES

Recall from Section 5.2, that a theory is κ-stable if there are only κ-many
types over any parameter set of size κ. A theory is stable if it is κ-stable for
some κ. This is equivalent to the definition given in Section 8.2: a theory
is stable if no formula has the order property; the equivalence will be proven
in Exercise 8.2.7. In order to apply the results of the previous chapter to
stable theories, we will eventually show that stable theories are simple and
then specialise the characterisation given in Theorem 7.3.13 to stable theories.
But before that we will introduce some of the classical notions of stability
theory, all essentially describing forking in stable theories.

8.1. Heirs and coheirs

In this section we fix an arbitrary complete theory T . For types over models
we here define some special extensions to supersets, viz. heirs, coheirs, and
definable type extensions. All these extensions have in common that they do
not add too much new information to the given type. For stable theories,
we will see in Section 8.3 that these extensions coincide with the non-forking
extension (and this is in fact unique).

Definition 8.1.1. Let p be a type over a modelM of T and q ∈ S(B) an
extension of p to B ⊃M .
1. We call q an heir of p if for every L(M )-formula ϕ(x, y) such that
ϕ(x, b) ∈ q for some b ∈ B there is some m ∈ m with ϕ(x,m) ∈ p.

2. We call q a coheir of p if q is finitely satisfiable inM .

It is easy to see that tp(a/Mb) is an heir of tp(a/M ) if and only if tp(b/Ma)
is a coheir of tp(b/M ).
The following observation is trivial, but used frequently.

Remark 8.1.2. Suppose q is an heir of p ∈ S(M ). If ϕ(x, b) ∈ q and
|= �(b), then there is some m ∈M with |= �(m) and ϕ(x,m) ∈ p.

129
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Lemma 8.1.3. Let q ∈ S(B) be a (co)heir of p ∈ S(M ) and C an extension
of B . Then q can be extended to a type r ∈ S(C ) which is again a (co)heir of p.
Proof. Suppose q is an heir of p. We have to show that

s(x) = q(x) ∪ {ϕ(x, c) | c ∈ C, ϕ(x, y) ∈ L(M ),
ϕ(x,m) ∈ p for all m ∈M}

is consistent. If there are formulas ϕ(x, b), ϕ1(x, c1), . . . , ϕn(x, cn) ∈ s(x)
with ϕ(x, b) ∈ q(x) whose conjunction is inconsistent, then asM is a model
and q is an heir of p there would bem,m1, . . . , mn ∈M with ϕ(x, m̄) ∈ p and
its conjunction with ϕ1(x,m1), . . . , ϕn(x,mn) inconsistent. Since ϕi(x,mi) ∈
p, this is impossible. Any type r(x) ∈ S(C ) containing s(x) is then an heir of
p(x).
If q is a coheir of p, let r be a maximal set of L(C )-formulas containing q

which is finitely satisfiable inM . Clearly, r is consistent. Let ϕ(x) ∈ L(C ). If
neither ϕ nor ¬ϕ belongs to r, then both r ∪{ϕ} and r ∪{¬ϕ} are not finitely
satisfied inM and so neither is r (see the proof of Lemma 2.2.2). �

Definition 8.1.4. A type p(x) ∈ Sn(B) is definable over C if the following
holds: for any L-formula ϕ(x, y) there is an L(C )-formula �(y) such that
for all b ∈ B

ϕ(x, b) ∈ p if and only if |= �(b).

We say p is definable if it is definable over its domain B .

We write �(y) as dp xϕ(x, y) to indicate the dependence on p, ϕ(x, y) and
the choice of the variable tuple x. (So dp has the syntax of a generalised
quantifier, see [59].) Thus, we have

ϕ(x, b) ∈ p if and only if |= dp xϕ(x, b).

Note that dp xϕ(x, y) is alsomeaningful for formulasϕ with parameters inB .

Example. In strongly minimal theories all types p ∈ S(A) are definable. To
see this fixϕ0 ∈ p of minimalMorley rank k andminimal degree and consider
a formula �(x, y) without parameters. The discussion on page 98 shows that
�(x, a) ∈ p if and only if MR(ϕ0(x) ∧ ¬�(x, a)) < k. By Corollary 6.4.4
this is an A-definable property of a.

Lemma 8.1.5. A definable type p ∈ S(M ) has a unique extension q ∈ S(B)
definable overM for any set B ⊃M , namely

{ϕ(x, b) | ϕ(x, y) ∈ L, b ∈ B, C |= dp xϕ(x, b)},

and q is the only heir of p.
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Proof. The fact that the dp xϕ(x, y) define a type is a first-order property
expressible in M and is hence true in any elementary extension of M . This
proves existence. On the other hand, if q is a definable extension of p, then
dq xϕ(x, y) and dp xϕ(x, y) agree on M and hence in all elementary exten-
sions, proving uniqueness. Clearly, q is an heir of p. If q′ ∈ S(B) is different
from q, then for some ϕ(x, b) ∈ q′ we have �|= dpxϕ(x, b). But there is no m
with ϕ(x,m) ∧ ¬dpxϕ(x,m) ∈ p, so q′ is not an heir of p. �
Lemma 8.1.6. A global type which is a coheir of its restriction to a modelM

is invariant overM .
Proof. Let q ∈ S(C) be finitely satisfiable in M and α ∈ Aut(C/M ).
Consider a formula ϕ(x, c). Since c and α(c) have the same type over M ,
we have ϕ(x, c) ∧ ¬ϕ(x, α(c)) is not satisfiable inM . So ϕ(x, c) ∈ q implies
ϕ(x, α(c)) ∈ q. �
We conclude by exhibiting coheirs in strongly minimal theories.
Proposition 8.1.7. LetT be stronglyminimal,M amodel andB an extension
of M . Then tp(a/B) is an heir of tp(a/M ) if and only if MR(a/B) =
MR(a/M ).
Note that in strongly minimal theories MR(a/B) = MR(a/M ) is equiva-
lent to a and B being geometrically independent overM (see Exercise 6.4.1).
This is a symmetric notion, which implies that in strongly minimal theories
heirs and coheirs coincide. We will later see in Corollary 8.3.7 (see also
Corollary 8.5.11) that this is actually true for all stable theories. Note also
that this implies that in strongly minimal theories types over models have a
unique extension of the same Morley rank, i.e., they have Morley degree 1.
This is true in all totally transcendental theories (Corollary 8.5.12, see also
Corollary 8.5.4.)
Proof. Let k be the Morley rank of p = tp(a/M ). Choose a formula

ϕ0 ∈ p of same rank and degree as p. We saw in the Example on page 130
that the unique heir q of p on B is given by

{�(x)L(B)-formula |MR(ϕ0(x) ∧ ¬�(x, a)) < k}.
On the other hand this set of formulas must be contained in all extensions of
p to B having rank k. So q is also the unique extension of p of rank k. �
Corollary 8.1.8 (Hrushovski–Chatzidakis). Let K,L,H be algebraically
closed extensions of an algebraically closed fieldM . IfH algebraically indepen-
dent from KL overM , then(

(KH )alg(LH )alg
)
∩ (KL)alg = KL.

Proof. We work in the monster model C. Let c be an element of the
left hand side. So there are tuples a ∈ (KH )alg and b ∈ (LH )alg such that
c ∈ dcl(a, b), witnessed by, say, |= ϕ(a, b, c). Furthermore, there are tuples
a′ ∈ K and h1 ∈ H such that a is algebraic over a′h1 witnessed by, say,



132 8. Stable theories

|= ϕ1(a, a′, h1). Similarly, we find |= ϕ2(b, b′, h2) for b. By independence and
the heir property there are h′1, h

′
2 ∈M such that

|= ∃x, y ϕ(a, x, y) ∧ ϕ1(x, a′, h′1) ∧ ϕ2(y, b′, h′2).
Since K and L are algebraically closed, this implies c ∈ KL. �

Exercise 8.1.1. Let X be a compact topological space and F an ultrafilter
on I . Then every family (xi)i∈I has a unique F-limit, which is the unique x
such that {i ∈ I | xi ∈ N} belongs to F for every neighbourhood N of x.
Let A be an extension of the model M and p ∈ M . Show that one can
construct all coheir extensions of p ∈ S(M ) to A as follows: choose an
ultrafilter F on M such that p is the F-limit of (tp(m/M ))m∈M , then the
F-limit of (tp(m/A))m∈M in S(A) is a coheir of p.

Exercise 8.1.2. Use Example 7.2.10 and Lemma 8.1.6 to give an alternative
proof of Corollary 7.3.3.

Exercise 8.1.3. Show that a formula which is satisfiable in every model
extending A does not divide over A.

Exercise 8.1.4. Let T be a complete theory,M an �-saturated model.
1. Let �(x) be a formula over M with Morley rank, and ϕ a formula
over arbitrary parameters with the sameMorley rank and ϕ(C) ⊆ �(C).
Show that ϕ is realized inM .

2. Let B an extension ofM and MR(a/B) = MR(a/M ) <∞. Show that
tp(a/B) is a coheir of tp(a/M ).

It will follow from Corollaries 8.3.7 and 8.5.11 that in totally transcendental
theories this is true for arbitraryM . In fact this holds for arbitrary theories,
see Exercise 8.5.5.

Exercise 8.1.5 (Hrushovski–Pillay). Let p(x) and q(y) be global types,
and suppose that p(x) is A-invariant. We define a global type p(x)⊗ q(y) by
setting (p ⊗ q) � B = tp(ab/B) for any B ⊃ A where b realizes q(y) � B and
a realizes p � Bb. Show that p(x) ⊗ q(y) is well defined, and A-invariant if
both p(x) and q(y) are.

8.2. Stability

By analogy with simple theories we here define stable theories via (several
equivalent) properties of their formulas and note that this definition fits well
with the definition of κ-stability given in Section 5.2.
In this section, let T be a complete (possibly uncountable) theory. For a
formula ϕ(x, y) let Sϕ(B) denote the set of all ϕ-types over B ; these are
maximal consistent sets of formulas of the form ϕ(x, b) or ¬ϕ(x, b) where
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b ∈ B . Recall that the variables x and y may have different sorts representing
nx and ny-tuples of elements, respectively.

Definition 8.2.1. Let ϕ(x, y) be a formula in the language of T .
1. The formula ϕ is stable if there is an infinite cardinal 
 such that

| Sϕ(B)| ≤ 
 whenever |B | ≤ 
. The theory T is stable if all its for-
mulas are stable.

2. The formula ϕ has the order property if there are elements a0, a1, . . . and
b0, b1, . . . such that for all i, j ∈ �

|= ϕ(ai , bj) if and only if i < j.
3. The formula ϕ(x, y) has the binary tree property if there is a binary tree
(bs | s ∈ <�2) of parameters such that for all � ∈ �2, the set

{ϕ�(n)(x, b��n) | n < �}
is consistent. (We use the notation ϕ0 = ¬ϕ and ϕ1 = ϕ.)

It is important to note that T is stable if and only if it is κ-stable for some κ,
see Exercise 8.2.7.

Remark 8.2.2. The notion of ϕ(x, y) having the order property is symmet-
rical in x and y. This means that if ϕ(x, y) has the order property, then there
are elements a0, a1, . . . and b0, b1, . . . such that |= ϕ(ai , bj) if and only if j < i .

Proof. Apply Lemma 7.1.1 to I = (aibi)i<� and J = (�,>). �
Theorem 8.2.3. For a formula ϕ(x, y) the following are equivalent:
a) ϕ is stable.
b) | Sϕ(B)| ≤ |B | for any infinite set B .
c) ϕ does not have the order property.
d) ϕ does not have the binary tree property.
Proof. a) ⇒ d): Let � be minimal such that 2� > 
. Then the tree

I = <�2 has cardinality at most 
. If ϕ(x, y) has the binary tree property,
by compactness there are parameters bs , (s ∈ I ), such that for all � ∈ �2,
q� = {ϕ�(α)(x, b��α) | α < �} is consistent. Complete every q� to a ϕ-type
p� over B = {bs | s ∈ I }. Since the p� are pairwise different, we have
|B | ≤ 
 < 2� ≤ | Sϕ(B)|.
d)⇒ c): Choose a linear ordering of I = ≤�2 such that for all � ∈ �2 and

n < �

� < � � n ⇔ �(n) = 1.

If ϕ(x, y) has the order property, then by Lemma 7.1.1 one can find ai and bi
indexed by I such that

|= ϕ(ai , bj) if and only if i < j.
Now the tree ϕ(x, bs), s ∈ <�2, shows that ϕ has the binary tree property.
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c) ⇒ b): Let B be an infinite set of parameters and | Sϕ(B)| > |B |. For
any a the ϕ-type of a over B is given by Sa = {b ∈ Bn ||= ϕ(a, b)}. Since
|B | = |Bn| we may assume for simplicity that n = 1 and so Sa ⊆ B . Applying
the Erdős–Makkai Theorem C.2.1 to B and S = {Sa | a ∈ C}, we obtain
a sequence (bi | i < �) of elements of B and a sequence (ai)i<� such that
either bi ∈ Saj ⇔ j < i or bi ∈ Saj ⇔ i < j for all i, j. In the first case ϕ
has the order property by definition. In the second case ϕ(x, y) has the order
property by Remark 8.2.2.
b)⇒ a): Clear. �
If ϕ has the binary tree property witnessed, say, by (bs | s ∈ <�2), then the

family

ϕs =
∧
n<|s|
ϕs(n)(x, bs�n), s ∈ <�2,

is a binary tree of consistent formulas. This shows that totally transcendental
theories are stable. We will see below (Corollary 8.3.6, also Exercise 8.2.11))
that stable theories are simple.

Remark 8.2.4. By Example 8.6.6 and Exercise 8.2.7 the theory of any R-
module is stable (but not necessarily totally transcendental) providing a rich
class of examples for stable theories. Note that the theory of the random
graph is simple by Corollary 7.3.14 but not stable (see Exercise 8.2.3).

Exercise 8.2.1. The theoryT is unstable if and only if there is anL-formula
�(x, y) and elements a0, a1, . . . , ordered by �; i.e., such that

|= �(ai , aj)⇐⇒ i < j :
� may contain parameters.

Exercise 8.2.2. A formula ϕ(x, y) is said to have the independence property
(IP) if there are ai , i ∈ �, such that for each A ⊆ � the set {ϕ(x, ai) | i ∈
A} ∪ {¬ϕ(x, ai) | i �∈ A} is consistent. Show that T is unstable if it contains
a formula with the independence property.

Exercise 8.2.3. Show that the theory of the random graph is not stable.

Exercise 8.2.4. A formula ϕ(x, y) is said to have the strict order property
(SOP) if there is a sequence (ai)i<� such that

|= ∀y(ϕ(ai , y)→ ϕ(aj, y)) ⇔ i ≤ j.
The theory T has the strict order property if there is a formula in T with the
strict order property. Show that T has the SOP if and only if there is a partial
ordering with infinite chains definable in T eq. (For the definition of T eq see
p. 140.)

Exercise 8.2.5. Show that a theory with SOP is not simple.
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Exercise 8.2.6. (Shelah) If T is unstable, either there is a formula having
the IP or a formula having the SOP.

Exercise 8.2.7. The following are equivalent:

a) T is stable.
b) T is 
-stable for all 
 such that 
|T | = 
.
c) T is 
-stable for some 
.

It follows from this and Lemma 5.2.2 that T is stable if and only if all ϕ(x, y)
for a single variable x are stable.

Exercise 8.2.8. Show that for any infinite 
 there is a linear order of cardi-
nality greater than 
 with a dense subset of size 
.

Exercise 8.2.9. Show that for all tuples of variables x, y the set of stable
formulasϕ(x, y) is closed under Boolean combinations, i.e., conjunction (dis-
junction) and negation. Use this to show that the theoryTree, defined on page
60, is stable.

Exercise 8.2.10. Fix an L-formula ϕ(x, y). Let Φ denote the class of
Boolean combinations of formulas of the form ϕ(x, b). Define the ϕ-rank
Rϕ as the smallest function from formulas �(x) to {−∞} ∪On ∪ {∞} (here
On is the class of ordinals) such that

Rϕ(�) ≥ 0 if � is consistent;

Rϕ(�) ≥ � + 1 if there are infinitely many �i ∈ Φ which are pairwise
inconsistent and such that Rϕ(� ∧ �i) ≥ � for all i .

Prove:

1. Rϕ(�) <∞ if and only if �(x) ∧ ϕ(x, y) is stable.
2. If Rϕ(�) <∞, then Rϕ(�) < �.

Exercise 8.2.11. If ϕ has the tree property, it is unstable.
This shows that stable theories are simple. We will give a different proof in
Corollary 8.3.6.

8.3. Definable types

Definability of types turns out to be a crucial feature of stable theories. We
show here that in stable theories the extensions of a type over a model given
by its definition agree with the non-forking extensions (and with heirs and
coheirs). We continue to assume that T is a complete theory.

Theorem 8.3.1. The formula ϕ(x, y) is stable if and only if all ϕ-types are
definable.
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Proof. Let A be a set of parameters of size ≥ |T |. If all ϕ-types over
A are definable, there exists no more ϕ-types over A than there are defining
formulas, i.e., at most |A| many. So ϕ is stable.
For the converse assume that ϕ(x, y) is stable. Define for any formula �(x)
the degreeDϕ(�) to be the largest n for which there is a finite tree (bs | s ∈ <n2)
of parameters such that for every� ∈ n2 the set {�(x)}∪{ϕ�(i)(x, b��i) | i < n}
is consistent. This is well defined since ϕ does not have the binary tree
property. Now, let p be a ϕ-type over B . Let � be a conjunction of formulas
in p with n = Dϕ(�) minimal. Then ϕ(x, b) belongs to p if and only if
n = Dϕ(�(x) ∧ ϕ(x, b)). This shows that p is definable. �
Corollary 8.3.2. The theory T is stable if and only if all types are definable.

�
Observe that the proof of Theorem 8.3.1 applies also to a proper class of
parameters. From this we obtain the following important corollary.

Corollary 8.3.3 (Separation of variables). LetT be stable and let F be a 0-
definable class. Then any definable subclass of Fn is definable using parameters
from F.

Proof. Let �(a,C) be a definable subclass of Fn. The type q = tp(a/F) is
definable over a subset of F by Corollary 8.3.2. Thus,

�(a,C) = {f ∈ Fn ||= dq x�(x,f)}. �

If the property in the conclusion of Corollary 8.3.3 holds for a 0-definable
class F (in a not necessarily stable theory T ), then F is called stably embedded.
For equivalent definitions see Exercise 10.1.5.
At first glance, the next lemma looks mysterious. In essence it states that
in stable theories heirs and coheirs coincide. We need it in the proof of
Corollary 8.5.3.

Lemma 8.3.4 (Harrington). Let T be stable and let p(x) and q(y) be global
types. Then for every formula ϕ(x, y) with parameters

dp xϕ(x, y) ∈ q(y) ⇔ dq yϕ(x, y) ∈ p(x).

Proof. Let p, q and ϕ be definable overA. We recursively define sequences
ai and bi , i ∈ �: if a0, . . . , an−1 and b0, . . . , bn−1 have been defined, let bn be a
realisation of q � Aa0, . . . , an−1 and an a realisation of p � Ab0, . . . , bn. Then
we have for i < j

|= ϕ(ai , bj) ⇔ |= dq yϕ(ai , y) ⇔ dq yϕ(x, y) ∈ p(x)

and for j ≤ i

|= ϕ(ai , bj) ⇔ |= dp xϕ(x, bj) ⇔ dp xϕ(x, y) ∈ q(y).

Since ϕ does not have the order property, the claim follows. �
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Lemma 8.3.5. Let p ∈ S(C) be a global type.
1. If p is definable over A, then p does not divide over A.
2. If T is stable and p does not divide over the modelM , then p is definable
overM .

Note that for global types dividing and forking coincide (Exercise 7.1.3).
Proof. 1): Consider a formula ϕ(x,m) ∈ p and an infinite sequence of

indiscernibles m = m0, m1, . . . over A. If p is definable over A, all ϕ(x,mi)
belong to p. So ϕ(x,m) does not divide over A by Lemma 7.1.4.
2): Now assume that T is stable and p does not divide over the modelM .

We will show that p is an heir of p �M . By Corollary 8.3.2 and Lemma 8.1.5
this implies that p is definable overM . So assume that ϕ(x, b) ∈ p, we want
to show that ϕ(x, b′) ∈ p for some b′ ∈M .
Let I = (bi)i<� be a Morley sequence of a global coheir extension of
tp(b/M ) overM starting with b0 = b (see Example 7.2.10 and Lemma 8.1.6).
Since tp(a/Mb) does not divide over M , Lemma 7.1.5 implies that we may
assume that I is indiscernible over Ma. So we have |= ϕ(a, bi) for all i .
By Corollary 8.3.2, the type q = tp(a/M{bi | i < �}) is definable. As-
sume that the parameters of dq xϕ(x, y) are in M{b0, . . . , bn−1}. Since
tp(bn/M{b0, . . . , bn−1}) is a coheir of tp(b/M ), and since |= dq xϕ(x, bn),
there is a b′ ∈ M with |= dq xϕ(x, b′). This implies |= ϕ(a, b′) and so
ϕ(x, b′) ∈ tp(a/M ) = p �M . �
Corollary 8.3.6. Stable theories are simple.
Proof. Let p be a type over a model M . Then p is definable over some
A ⊆M of cardinality ≤ |T |. Let p′ be the global extension of p given by the
definition over A. By Lemma 8.3.5(1), p′ and hence also p does not divide
over A. Proposition 7.2.5 implies that T is simple. �
This implies in particular that forking and dividing coincide in stable theo-
ries (see Proposition 7.2.15).
Corollary 8.3.7. Let T be a stable theory, p a type over a modelM and A

an extension ofM . Then p has a unique extension q ∈ S(A) with the following
equivalent properties:
a) q does not fork overM .
b) q is definable overM .
c) q is an heir of p.
d) q is a coheir of p.
Proof. By Lemma 8.3.5, q does not fork overM if and only if it is definable

overM . Since p is definable, we know by Lemma 8.1.5 that there is a unique
extension q which is definable overM , and which is also the unique heir of p.
To prove the equivalence with d) we may assume that A = M ∪ {a} for
a finite tuple a. Fix a realisation b of q. Then q = tp(b/Ma) is a coheir of
p = tp(b/M ) if and only if tp(a/Mb) is an heir and hence, by the first part of
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the proof, a non-forking extension of tp(a/M ). Now forking symmetry and
the first part of the proof imply the desired. �

Exercise 8.3.1. Find a theory T and a type p over the empty set such that
no definition of p defines a global type. (A definition which defines a global
type is called a good definition of p, see Theorem 8.5.1).

Exercise 8.3.2. Let T be an arbitrary complete theory andM be a model.
Consider the following four properties of a global type p:

(D) p is definable overM .
(C) p is a coheir of p �M .
(I) p isM -invariant.
(H) p is an heir of p �M .
Use the example T = DLO andM = Q to show that D→I, C→I, D→H are
the only logical relations between these notions.

Exercise 8.3.3. Let p(x) ∈ S(C) be definable over B . Then, for any n, the
map

r(y1, . . . , yn)  → {ϕ(x, y1, . . . , yn) | dp xϕ ∈ r}
defines a continuous section �n : Sn(B) → Sn+1(B). Show that this defines a
bijection between all types definable over B and all “coherent” families (�n)
of continuous sections Sn(B)→ Sn+1(B).

Exercise 8.3.4. Let ϕ(x) be a formula without parameters and let M be
a model of T . Show that ϕ(M ) is stably embedded in M (i.e., every M -
definable relation of ϕ(M ) is definable over ϕ(M )) if and only if for all n,
every p(x1, . . . , xn) ∈ Sn(ϕ(M )) which contains ϕ(x1) ∧ · · · ∧ ϕ(xn) has a
unique extension p′ ∈ Sn(M ). If ϕ is (absolutely) stably embedded and p is
definable, show that p′ is definable over ϕ(M ).

Exercise 8.3.5. Call a formula �(x) in one variable (though possibly rep-
resenting a tuple) stable if �(x)∧ϕ(x, y) is stable for all ϕ(x, y) according to
Definition 8.2.1. We call a type stable if it contains a stable formula. Prove:

1. Types with Morley rank are stable.
2. Stable types are definable.
3. Stable formulas are stably embedded.

Exercise 8.3.6. LetT be stable, andp ∈ S(A). Show thatp is definable over
C if p is finitely satisfiable in C . Furthermore for every ϕ(x, y), dp xϕ(x, y)
is a positive Boolean combination of formulas ϕ(c, y), c ∈ C .

Exercise 8.3.7. If T is stable, then for any formula ϕ(x, y), there is a
formula Δ(y, z) such that for every set A and every type p(x) over A there is
a tuple b in A such that {a ∈ A | ϕ(x, a) ∈ p(x)} = {a ∈ A ||= Δ(a, b)}.
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Exercise 8.3.8. We call q aweak heir of p ∈ S(M ) if the heir property holds
for all ϕ(x, y) without parameters. Show that in stable theories, weak heirs
are in fact heirs.

Exercise 8.3.9. In Corollary 8.3.7 prove the equivalence of c) and d) di-
rectly from Lemma 8.3.4.

Exercise 8.3.10. Show that in a stable theory a formula does not fork over
A if and only if it is realized in every model which contains A.

8.4. Elimination of imaginaries and T eq

This section is an excursion outside the realm of stable theories: for a
modelM of an arbitrary complete theory T and any 0-definable equivalence
relationE(x, y) on n-tuples, we now consider the equivalence classes ofMn/E
as elements of a new sort of so-called imaginary elements. Adding these
imaginaries makes many arguments more convenient. For certain theories,
these imaginaries are already coded in the original structure. However, if this
is not already the case, then adding imaginaries leads to a new theory T eq

which does have this property so that we do not run into an infinite regression.

Definition 8.4.1. A finite tuple d ⊆ C is called a canonical parameter for
a definable class D in Cn if d is fixed by the same automorphisms of C which
leave D invariant. A canonical base for a type p ∈ S(C) is a set B which is
pointwise fixed by the same automorphisms which leave p invariant.

Lemma 6.1.10 implies thatD is definable over d , and by Corollary 6.1.12(1)
d is determined byD up to interdefinability. Wewrite d = �D�, or d = �ϕ(x)�
if D = ϕ(C). Note that the empty tuple is a canonical parameter for every
0-definable class.

Definition 8.4.2. The theory T eliminates imaginaries if any class e/E of
a 0-definable equivalence relation E on Cn has a canonical parameter d ⊆ C.

Theorem 8.4.3. If T eliminates imaginaries, then the following hold:
1. Every definable class D ⊆ Cn has a canonical parameter c.
2. Every definable type p ∈ S(C) has a canonical base.
Proof. Write D = ϕ(C, e). Define the equivalence relation E by

y1Ey2 ⇐⇒ ∀x ϕ(x, y1)↔ ϕ(x, y2)
and let d be a canonical parameter of e/E. Then d is a canonical parameter
of D.
If dp is a definition of p, the set B = {�dp xϕ(x, y)� | ϕ(x, y) L-formula}
is a canonical base of p. �
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Lemma 8.4.4. Assume that T eliminates imaginaries. Let A be a set of
parameters and D a definable class. Then the following are equivalent:

a) D is acl(A)-definable.
b) D has only finitely many conjugates over A.
c) D is the union of equivalence classes of an A-definable equivalence relation
with finitely many classes (a finite equivalence relation).

Proof. Let d be a canonical parameter of D. Then D is definable over
acl(A) if and only if d belongs to acl(A). On the other hand D has as many
conjugates over A as d . So a) and b) are equivalent.
For the equivalence of b) and c), first notice that any class of anA-definable

finite equivalence relation has only finitely many conjugates over A, which
yields c) ⇒ b). For the converse, let D = D1, . . . ,Dn be the conjugates of D
over A. Consider the finite equivalence relation E(c, c′) defined by

c ∈ Di if and only if c′ ∈ Di for all i.

Clearly D is a union of E-classes. Also E is definable and since it is invariant
under all A-automorphisms of C, it is in fact definable over A.
Note that elimination of imaginaries was only used for b)⇒ a). �
The previous results show why it is convenient to work in a theory eliminat-
ing imaginaries. It is easy to see that a theory eliminates imaginaries if every
0-definable equivalence relation arises from fibres of a 0-definable function.
While not all theories have this property (e.g., the theory of an equivalence
relation with infinitely many infinite classes), we now show how to extend any
complete theory T to a theory T eq (in a corresponding language Leq) which
does.
Let Ei(x1, x2), (i ∈ I ), be a list of all 0-definable equivalence relations on

ni -tuples. For any modelM of T we consider the many-sorted structure

M eq = (M,Mni /Ei)i∈I ,

which carries the home sortM and for every i the natural projection

�i :Mni →Mni /Ei .

The elements of the sorts Si = Mni /Ei are called imaginary elements, the
elements of the home sort are real elements.
The M eq form an elementary class axiomatised by the (complete) theory
T eq which, in in the appropriate many-sorted languageLeq, is axiomatised by
the axioms of T and for each i ∈ I by

∀y ∃x �i(x̄) .= y (y a variable of sort Si)

and

∀x1, x2 (�i(x1) .= �i(x̄2)↔ Ei(x1, x2)).
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The algebraic (definable, respectively) closure of inM eq is denoted by acleq

(dcleq, respectively).
The first two statements of the following proposition explain why we con-
sider T eq as an inessential expansion of T .

Proposition 8.4.5. 1. Elements of Ceq are definable over C in a uniform
way.

2. The 0-definable relations on the home sort of C eq are exactly the same as
those in C.

3. The theory T eq eliminates imaginaries,
Proof. 1: Every element of sort Si has the form �i(a) for an ni -tuple a
from C.
2: We show that everyLeq-formula ϕ(x) with free variables from the home-

sort is equivalent to an L-formula ϕ∗(x) by induction on the complexity of
ϕ. If ϕ is atomic, it is either an L-formula or of the form �i(x̄1)

.= �i(x2),
in which case we set ϕ∗ = Ei(x̄1, x2). We let ∗ commute with negations,
conjunctions and quantification over home-sort variables. Finally, if y is a
variable of sort Si , we set(

∃y�(x, y)
)∗
= ∃x′�(x, �i(x′))∗.

3: We observe first that Ceq is the monster model of T eq, i.e., that every type
p(y) over a set A is realized in Ceq. By Part 1 we may assume that A ⊆ C. If
y is of sort Si , the set Σ(x) = p(�i(x)) is finitely satisfiable. By Part 2 Σ is
equivalent to a set Σ∗ of L-formulas; this set has a realisation b, which gives
us a realisation �i(b) of p.
It is now clear that �i(e) is a canonical parameter of the class e/Ei . By the
proof of Theorem 8.4.3 this implies that every relation in Ceq that is definable
with parameters from C has a canonical parameter in Ceq. On the other hand,
by Part 1, every definable relation in Ceq is definable in C. �
Corollary 8.4.6. The theory T eliminates imaginaries if and only if in T eq

every imaginary is interdefinable with a real tuple.
Proof. Since every automorphism of C extends (uniquely) to an automor-
phism of Ceq, a real tuple d is a canonical parameter of e/Ei in the sense of
T if and only if it is a canonical parameter in the sense of T eq. But this is
equivalent to d being interdefinable with �i(e). �
The proof of the following criterion for elimination of imaginaries shows
how T eq can be used.

Lemma 8.4.7. The following are equivalent:
a) The theory T eliminates imaginaries and has at least two 0-definable ele-
ments.

b) Every 0-definable equivalence relation on Cn is the fibration of a 0-definable
function f : Cn → Cm.
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Proof. b)⇒ a): IfE is the fibration of a 0-definable functionf : Cn → Cm,
we have �e/E� = f(e). To see that there are at least two 0-definable elements
look at the following equivalence relation on C2:

x1x2E y1y2 ⇔ (x1 = x2 ↔ y1 = y2).

This has two classes, which are both 0-definable. If E is the fibration of a
0-definable � : C2 → Cm, the two images of � are two different 0-definable
m-tuples.
a) ⇒ b): Let E be a 0-definable equivalence relation on Cn. Every e/E is
interdefinable with an element of some power Cme . So by Exercise 6.1.12, e/E
belongs to a 0-definable D ⊆ Cn/E with a 0-definable injection f : D → Cme .
A compactness argument shows that we can cover Cn/E by finitely many
0-definable classes D1, . . . ,Dk with 0-definable injections fi : Di → Cmi . We
may assume that the Di are pairwise disjoint, otherwise we replace Di by
Di \ (D0 ∪ · · · ∪ Di−1). Now, using the two 0-definable elements, we can find,
for some big m, 0-definable injections gi : Cmi → Cm with pairwise disjoint
images. The union of the gifi is a 0-definable injection fromCn/E intoCm. �
Using parts 1 and 2 of the previous proposition, one can see that in general
all properties of T which concern us here are preserved when going from T to
T eq. Here are some examples.

Lemma 8.4.8. 1. The theory T is ℵ1-categorical if and only if T eq is ℵ1-
categorical.

2. T is 
-stable if and only if T eq is 
-stable.
3. T is stable if and only if T eq is stable.

Proof. Part 1 is clear.
For Part 2 let A be a set of parameters in T eq of cardinality 
. This set

A is contained in the definable closure of some set B of cardinality 
 of the
home sort. For any p ∈ S(B) we may first take the unique extension of p to
dcleq(B) and then its restriction to A. This defines a surjection S(B)→ S(A).
Notice that we now have to specify not only the number of variables but also
the sorts for the variables in the types.
If S′(A) consists of types of elements of the sort Cn/E, Sn(A) denotes the

n-types of the home sort and � the projection Cn → Cn/E, then tp(b/A)  →
tp(�(b̄)/A) defines a surjection Sn(A)→ S′(A). This shows that T eq is stable
if T is.
Of course Part 3 follows from 2. and Exercise 8.2.7. Still we give a direct
proof as an example of how to translate between T and T eq. Let ϕ(y1, y2) be
a formula in T eq with the order property. If y1 and y2 belong to Cn1/E1 and
Cn2/E2, respectively, there are tuples ai of the home sort such that

|= ϕ(�1(a1), �2(a2)) if and only if i < j.
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By Proposition 8.4.5 the formula ϕ(�1(x̄1), �2(x2)) is equivalent to some L-
formula �(x1, x̄2), which has the order property in T . �
For applications the following special cases are often useful.

Definition 8.4.9. 1. The theory T eliminates finite imaginaries if every
finite set of n-tuples has a canonical parameter.

2. T has weak elimination of imaginaries if for every imaginary e there is a
real tuple c such that e ∈ dcleq(c) and c ∈ acl(e).

Lemma 8.4.10. The theory T eliminates imaginaries if and only if it has weak
elimination of imaginaries and eliminates finite imaginaries
Proof. This follows from the observation that T has weak elimination of

imaginaries if and only if every imaginary e is interdefinable with the canonical
parameter of a finite set of real n-tuples. Indeed, if e ∈ dcleq(c) and c ∈ acl(e),
and {c1, . . . , cm} are the conjugates of c over e, then e is interdefinable with
�{c1, . . . , cm}�. If conversely e is interdefinable with �{c1, . . . , cm}�, then
e ∈ dcleq(c1 . . . cm) and c1 . . . cmx ∈ acl(e). �
Lemma 8.4.11 (Lascar–Pillay). LetT be stronglyminimal and acl(∅) infinite.
Then T has weak elimination of imaginaries.
Proof. Let e = c/E be an imaginary. It suffices to show that c/E contains
an element algebraic over e or, more generally, that every non-empty definable
X ⊆ Cn contains an element ofA = acl(�X�). We proceed by induction on n.
For n = 1 there are two cases: if X is finite, it is a subset of A; if X is infinite,
almost all elements of acl(∅) belong to X . If n > 1, consider the projection
Y of X to the first coordinate. Such a Y contains an element a of acl(�Y�),
which is a subset of A. By induction the fibre Xa contains an element b of
acl(�Xa�), which is also a subset of A. So (a, b) is in X ∩ A. �
Corollary 8.4.12. The theory ACFp of algebraically closed fields of charac-
teristic p eliminates imaginaries.
Proof. By the preceding lemmas it suffices to show that every theory of

fields eliminates finite imaginaries. Let S = {c0, . . . , ck−1} be a set of n-tuples
ci = (ci,j)j<n. Consider the polynomial

p(X,Y0, . . . , Yn−1) =
∏
i<k

(
X −

∑
j<n

ci,jYj
)
.

Anautomorphism leavesp fixed if and only if it permutesS. So the coefficients
of p serve as a canonical parameter of S. �
Lemma 8.4.13. A totally transcendental theory in which every global type has
a canonical base in C has weak elimination of imaginaries.
Proof. Let e = c/E be an imaginary and α the Morley rank of the class
c/E. Let p be a global type of Morley rank α which contains E(x, c). By
assumption p has a canonical base d ⊆ C. Since there are only finitely
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many such p, d is algebraic over e. Also e is definable from d since for an
automorphism α fixing p, c/E and αc/E cannot be disjoint, so they must be
equal. Clearly we may assume that d is a finite tuple (see also Exercises 8.4.1
and 8.4.7). �
Corollary 8.4.14. DCF0 eliminates imaginaries.
Proof. By quantifier elimination every global type p(x) is axiomatised by
its quantifier-free part pqf(x), which is equivalent to a union of qi(x, dx, . . . ,
d i), i = 0, 1, . . . , where the qi(x0, . . . , xi) are quantifier-free pure field-
theoretic types. If Ci is the canonical base of qi in the sense of ACF0, then
C0 ∪ C1 ∪ · · · is a canonical base of p. �
Exercise 8.4.1. Let D be a definable class. Assume that there is a set D
which is fixed by the same automorphisms which leaveD invariant. Show that
D contains a canonical parameter of D.

Exercise 8.4.2. A theoryT has weak elimination of imaginaries if and only
if for every definable class D there is a smallest algebraically closed set over
which D is definable.

Exercise 8.4.3. Use Exercise 8.4.2 to prove that the theories Infset and
DLO (not easy) have weak elimination of imaginaries. Show also that DLO
has elimination of imaginaries, but Infset does not.

Exercise 8.4.4. Show that all extensions of p ∈ S(A) to acl(A) are conju-
gate over A. More generally this remains true for every normal extension B
of A. These are sets which are invariant under all α ∈ Aut(C/A). Note that
normal extensions must be subsets of acl(A).

Exercise 8.4.5. An algebraic type over A has a good definition (see Exer-
cise 8.3.1 or p. 145) over B ⊆ A if and only if it is realised in dcl(B).
Exercise 8.4.6. Let d be a canonical parameter of D. Then d is 0-definable

in the L ∪ {P}-structure (C,D).
Exercise 8.4.7. Let T be totally transcendental and p a global type.
1. Show that p has a finite canonical base in Ceq.
2. If p has a canonical base D ⊆ C, then it has a finite base d ⊆ C.

Exercise 8.4.8. Show that Lemma 8.4.13 is true for stable theories. (Hint:
In the proof of 8.4.13 replace p by a suitable E(x, y)-type.)

Exercise 8.4.9. Define the strong type of a over A as stp(a/A) = tp(a/
acleq(A)). Show that stp(a/A) is axiomatised by

{E(x, a) | E(x, y) A-definable finite equivalence relation}.
Exercise 8.4.10 (Poizat). Let T be a complete theory with elimination of

imaginaries. Consider the groupG = Aut(acl(∅)) of elementary permutations
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of acl(∅). ThisG is a topological group if we use the stabilisers of finite sets as
a basis of neighbourhoods of 1. Show that there is a Galois correspondence
between the closed subgroups H of G and the definably closed subsets A of
acl(∅).

8.5. Properties of forking in stable theories

Except in Theorem 8.5.10 we assume throughout this section that T is stable.
We now collect the crucial properties of forking in stable theories. As with
simple theories, we will see in Theorem 8.5.10 that these properties charac-
terise stable theories and forking. Since we already know that stable theories
are simple, some of these properties are immediate. For completeness and
reference we restate them in the context of stable theories.
Let p ∈ S(B) be defined by L(B)-formulas dp xϕ. We call the definition
good if it defines a global type (or, equivalently, if it defines a type over some
model containing B).

Theorem 8.5.1. Let T be stable. A type p ∈ S(B) does not fork over A ⊆ B
if and only if p has a good definition over acleq(A).

Proof. If p does not fork over A, p has a global extension p′ which does
not fork over A. Let M be any model which contains A. By Lemma 8.3.5,
p′ is definable over M , so the canonical base of p′ belongs to M eq. By
Exercise 6.1.2 the canonical base belongs to acleq(A).
If conversely p has a good definition over acleq(A), p does not fork over

acleq(A) and therefore does not fork over A. �

Definition 8.5.2. A type is stationary if and only if it has a unique non-
forking extension to any superset.

Corollary 8.5.3 (Uniqueness). If T is stable, any type over acleq(A) is sta-
tionary.

If T eliminates imaginaries, this just says that any type over an algebraically
closed set is stationary.

Proof. LetA = acleq(A). Let p′ and p′′ two global non-forking extensions
of p ∈ S(A). Consider any formula ϕ(x, b), and let q(y) be a global non-
forking extension of tp(b/A). By Theorem 8.5.1, p′, p′′ and q are definable
over A. Now we apply Harrington’s Lemma 8.3.4:

ϕ(x, b) ∈ p′ ⇔ dp′ xϕ(x, y) ∈ q ⇔ dq yϕ(y, x) ∈ p
⇔ dp′′ xϕ(x, y) ∈ q ⇔ ϕ(x, b) ∈ p′′. �

Corollary 8.5.4. In a stable theory, types over models are stationary.
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Proof. This is immediate by the above proof since we can replace acleq(A)
everywhere byM . It follows also formally from Corollary 8.5.3 sinceM eq =
dcleq(M ) is an elementary substructure of Ceq and so algebraically closed. �
For the remainder of this sectionwe also assume thatT eliminates imaginaries.
In view of T eq (see Section 8.4) this is a harmless assumption.
As stable theories are simple we may first collect some of the properties of
forking established in Section 7.2.
We keep using

a |�
C

B

to express that tp(a/BC ) does not fork over C .

Theorem 8.5.5. If T is stable, forking independence has the following prop-
erties:

1. (Monotonicity and Transitivity) Let A ⊆ B ⊆ C and q ∈ S(C ). Then q
does not fork over A if and only if q does not fork over B and q � B does
not fork over A.

2. (Symmetry) a |�A
b =⇒ b |�A

a

3. (Finite Character) Ifp ∈ S(B) forks overA, there is a finite subsetB0 ⊆ B
such that p � AB0 forks over A.

4. (Local Character) For p ∈ S(A) there is some A0 ⊆ A of cardinality at
most |T | such that p does not fork over A0

5. (Existence) Every type p ∈ S(A) has a non-forking extension to any set
containing A.

6. (Algebraic Closure)
(a) p ∈ S(acl(A)) does not fork over A.
(b) If tp(a/Aa) does not fork over A, then a is algebraic over A.

Proof. This is contained in 7.2.17, 7.2.16, 7.1.9, 7.2.5, 7.2.7 and 7.1.3. �
The following properties do not hold in arbitrary simple theories.

Theorem 8.5.6. Assume T is stable.

1. (Conjugacy) If A ⊆ M and M is strongly κ-homogeneous for some
κ > max(|T |, |A|), then all non-forking extensions of p ∈ S(A) toM are
conjugate over A.

2. (Boundedness) Any p ∈ S(A) has at most 2|T | non-forking extensions for
every B ⊃ A.

Proof. For Part 1 let q1 and q2 be non-forking extensions of p to M .
Any A-automorphism of M which takes q1 � acl(A) to q2 � acl(A) (see
Exercise 8.4.4) takes q1 to q2. Since types over algebraically closed sets are
stationary by Corollary 8.5.3, the claim now follows.
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To prove Part 2 let A0 be a subset of A of cardinality at most |T | such that
p does not fork over A0. Then p has at most as many non-forking extensions
as p � A0 has extensions to acl(A0). �
Corollary 8.5.7. Let T be stable and p ∈ S(A). Then p is stationary if and

only if it has a good definition over A.
Proof. Assume first that p is stationary and let q be the global non-forking
extension. So q is definable and invariant under all automorphisms over
A, hence definable over A by Lemma 6.1.10. This shows that p has a good
definition overA. For the converse assume thatp has a good definition overA.
So p has a non-forking global extension p′, definable overA by 8.5.1. Since all
global non-forking extensions of p are conjugate over A, and p′ is fixed by all
automorphisms over A, p′ is the only global non-forking extension of p. �
Let p ∈ S(A) be a stationary type. The canonical base Cb(p) of p is the
canonical base of the non-forking global extension of p. We call p based on
B if p is parallel to some stationary type q defined over B , i.e., if p and q have
the same global non-forking extension (see Exercise 9.1.4). Note that parallel
types necessarily have the same free variables.
Lemma 8.5.8. A stationary type p ∈ S(A) is based on B if and only if

Cb(p) ⊆ dcl(B). So p does not fork over B ⊆ A if and only ifCb(p) ⊆ acl(B).
Proof. Let r be the global non-forking extension of p and q = r � B .
Assume that p is based on B . Then q is stationary and r the unique non-
forking extension of q. By Corollary 8.5.7, q has a good definition over B ,
which also defines r. So r is definable over B , which means Cb(p) ⊆ dcl(B).
If, conversely, r is definable over B , we know by Theorem 8.5.1 that r does

not fork over B and that q is stationary by Corollary 8.5.7.
The last statement follows from the easy fact that p does not fork over B if
and only if p is based on acl(B). �
ForA ⊆ B let N(B/A) be the set of all types overB that do not fork overA.
By Remark 7.1.8, N(B/A) is closed in S(B). For future reference we record
the following useful fact.
Theorem 8.5.9. (Openmapping)The restriction map � : N(B/A) −→ S(A)
is open.
Proof. It is easy to see that we may replace B by C. If �(q) = �(q′) for

some q, q′ ∈ N(C/A), then q and q′ are conjugate. So if O is a (relative) open
subset of N(C/A), then

O′ = �−1(�(O)) =
⋃

{α(O) | α ∈ Aut(C/A)}

is again open. So

S(A) \ �(O) = �(N(C/A) \O′)

is closed since it is the image of a closed set. �
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Theorem 8.5.10 (Characterisation of Forking). Let T be a complete theory
and n > 0. Then T is stable if and only if there is a special class of extensions
of n-types, which we denote by p � q, with the following properties.
a) (Invariance) � is invariant under Aut(C),
b) (Local character) There is a cardinal κ such that for q ∈ Sn(C ) there is
C0 ⊆ C of cardinality at most κ such that q � C0 � q.

c) (Weak Boundedness) For all p ∈ Sn(A) there is a cardinal � such that p
has, for any B ⊃ A, at most � extensions q ∈ Sn(B) with p � q.

If � satisfies in addition
d) (Existence) For all p ∈ Sn(A) and A ⊆ B , there is q ∈ Sn(B) such that
p � q,

e) (Transitivity) p � q � r implies p � r,
f) (Weak Monotonicity) p � r and p ⊆ q ⊆ r implies p � q,
then � coincides with the non-forking relation.
Proof. In a stable theory, non-forking extensions satisfy properties a), b)

and c) (and d) , e), f)) by Theorems 8.5.5 and 8.5.6.
Assume conversely that properties a), b) and c) hold. Then a) and c) allow
us to find a sufficiently large cardinal �′ so that for all A0 of cardinality at
most κ all n-types over A0 have at most �′ �-extensions to any superset.
LetA be a set of parameters. Then the number of n-types overA is bounded
by the product of the number of subsetsA0 ofA of cardinality at most κ, times
a bound for the number of types p over A0, times a bound for the number of
�-extensions of p ∈ Sn(A0) to A. So we have

| Sn(A)| ≤ |A|κ · 2max(κ,|T |) · �′

and it follows that T is 
-stable if 
κ = 
 and 
 ≥ max(2|T |, �′), hence stable
by Exercise 8.2.7.
Now let � have the properties a) to f). Consider a type p ∈ Sn(A) with an

extension q ∈ Sn(B).
Assume first that p � q. Let � be the cardinal given Boundedness applied
top. By Exercise 7.1.5 there is an extensionM ofB such that every r ∈ Sn(M )
which forks over A has more than � conjugates over A. By Existence and
Transitivity q has an extension r toM such that p � r. By Invariance we
have p � r′ for all conjugates r′. So r has no more than � conjugates, which
implies that r does not fork over A and that q is a non-forking extension of p.
Now assume that q is a non-forking extension of p. Choose an extension

M of B which is sufficiently saturated in the sense of Theorem 8.5.6(1). Let
r ∈ Sn(M ) be a non-forking extension of q and r′ ∈ Sn(M ) such that p � r′.
By the above r′ is a non-forking extension of p. So r and r′ are conjugate over
A. This implies p � r and p � q byWeak Monotonicity. �
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Corollary 8.5.11. Let T be totally transcendental, p ∈ S(A) and q an
extension of p to some superset of A. Then q is a non-forking extension if and
only if MR(p) = MR(q). Hence p is stationary if and only if it has Morley
degree 1.

Proof. In a totally transcendental theory, extensions having the sameMor-
ley rank satisfy the conditions of Theorem 8.5.10 (see Section 6.2). �
The same is true for types with Morley rank in stable theories (see Exercise
8.5.5). It follows in particular that in totally transcendental theories for any
type p ∈ S(A) there is a finite set A0 ⊆ A such that p does not fork over A0.
Stable theories with this property are called superstable: see Section 8.6.

Corollary 8.5.12. In a totally transcendental theory, types over models have
Morley degree 1.

Proof. This follows from Corollaries 8.5.4 and 8.5.11. �
Corollary 8.5.13. If T is strongly minimal, we have A |�B

C if and only if
A and C are algebraically independent over B in the pregeometry sense, i.e., if
dim(a/B) = dim(a/BC ) for all finite tuples a ∈ A.
Proof. This follows from Theorem 6.4.2 and Corollary 8.5.11. �
Corollary 8.5.14. LetK ⊆ F1, F2 be differential fields contained in amodel

of DCF0. Then F1 |�K
F2 if and only if F1 and F2 are algebraically independent

over K .

Proof. By Exercises 3.3.2 and 7.2.7, F1 |�K
F2 implies algebraic indepen-

dence. For the converse we may assume that K is algebraically closed. So
let F1 and F2 be algebraically independent over K . By the existence of non-
forking extensions choose a copy F ′ of F1 satisfying the same type overK and
forking independent of F2 overK . Then F ′ is algebraically independent of F2
over K . Since K is algebraically closed, F ′ and F1 satisfy the same type over
F2 in the sense of field theory. Since F ′, F1 and F2 are d -closed and F ′ and
F1 are isomorphic as d -fields, we conclude that F ′ and F1 have the same type
over F2. Thus, F1 |�K

F2. �

Exercise 8.5.1. Show that in ACFp the type of a finite tuple a over a field
K is stationary if and only if K(a) and K sep are linearly disjoint over K .

We continue assuming that T eliminates imaginaries.

Exercise 8.5.2 (Finite Equivalence Relation Theorem). Let A ⊆ B and
let tp(a/B) �= tp(b/B) be types which do not fork over A. Then there is an
A-definable finite equivalence relation E with q1(x) ∪ q2(y) � ¬E(x, y).

Exercise 8.5.3. Ifa and b are independent realisations of the same type over
acl(A), then tp(a/Ab) is stationary. Hence the canonical base of tp(b/ acl(A))
is contained in dcl(bA).
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Exercise 8.5.4. Prove the following.

1. Let p ∈ S(A) be stable and q an extension of p. Then q does not fork
over A if and only if q has a good definition over acl(A).

2. Stable types over algebraically closed sets are stationary.

Exercise 8.5.5.

1. Let T be stable, p ∈ S(A) a type withMorley rank and q an extension of
p to some superset ofA. Then q is a non-forking extension if and only if
MR(p) = MR(q). It follows that a type with Morley rank is stationary
if and only if it has Morley degree 1.

2. Show that the same is true for an arbitrary theory T .

Exercise 8.5.6. Assume that T is stable. For any p ∈ S(A) there is some
A0 ⊆ A of cardinality at most |T | such that p is the unique non-forking
extension of p � A0 to A. If p has Morley rank, A0 can be chosen as a finite
set.

Exercise 8.5.7 (Forking multiplicity). (T stable) Define the multiplicity of
a type p as the number mult(p) of its global non-forking extensions. Show:

1. If p is algebraic, mult(p) equals deg(p), the number of realisations of p.
(See page 79 and Remark 5.6.3.)

2. If T is countable, then mult(p) is either finite or 2ℵ0 .
3. If p has Morley rank, show that mult(p) = MD(p).

Exercise 8.5.8. Let G be a totally transcendental group. Show:

1. If a and b are independent elements, thenMR(a ·b) ≥MR(a). Equality
holds if and only if a · b and b are independent.

2. Assume that G is �-saturated. Then a ∈ G is generic, i.e., MR(a) =
MR(G), if and only if for all b ∈ G

a |� b ⇒ a · b |� b.

It can be shown that all �-saturated stable groups contain generic elements,
i.e., elements satisfying property 2, see Poizat [46], or Wagner [61].

Exercise 8.5.9 (Group configuration). Let G be a totally transcendental
group, and let a1, a2, a3 ∈ G be independent generic elements, i.e., elements
of maximal rank in Th(G). Put b1 = a1 · a2, b2 = a1 · a2 · a3 and b3 =
a2 ·a3. We consider these six elements as the points of a geometry with “lines”
A0 = {a1, b1, a2}, A1 = {a2, b3, a3}, A2 = {a1, b2, b3} and A3 = {b1, b2, a3}.
It is easy to see that every permutation of the four lines gives rise to an
automorphism of this geometry.
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Show:

1. Each point on a line is algebraic over the other two points on the line.
2. Any three non-collinear points are independent.

Any family of points a1, a2, a3, b1, b2, b3 with these properties1 is called a
group configuration. Hrushovski proved thatwhenever a totally transcendental
structure contains a group configuration, there is a group definable in this
structure whoseMorley rank equals theMorley rank of any of the points. For
more details see Bouscaren [11], Wagner [61] or Pillay [44].

Exercise 8.5.10. Let T be an arbitrary complete theory, not necessarily
stable. For any set of parametersA the map S(acl(A)) −→ S(A) is open. (For
stable theories, this is just the Open Mapping Theorem.)

8.6. SU-rank and the stability spectrum

We saw that in totally transcendental theories forking is governed by the
Morley rank. The SU-rank, which we define here, generalises this to super-
stable theories. We use it to show that the stability spectrum of countable
theories is rather restrictive: there are only four possibilities for the class of
cardinals in which a countable theory is stable.

Definition 8.6.1. Let T be a simple theory. We define SU(p) ≥ α for a
type p by recursion on α:

SU(p) ≥ 0 for all types p;

SU(p) ≥ � + 1 if p has a forking extension q with SU(q) ≥ � ;
SU(p) ≥ 
 (for a limit ordinal 
) if SU(p) ≥ � for all � < 
.

and the SU-rank SU(p) of p as the maximal α such that SU(p) ≥ α. If there
is no maximum, we set SU(p) =∞.

Lemma 8.6.2. Assume T to be simple. Let p have ordinal valued SU-rank
and let q be an extension of p. Then q is a non-forking extension of p if and

1It is easy to see that Part 2 can equivalently be replaced by: 2a Any two points on a line are
independent and 2b Any two lines are independent over their intersection.
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only if q has the same SU-rank as p. If p has SU-rank ∞, then so does any
non-forking extension. �
Proof. It is clear that the SU-rank of an extension cannot increase. So it is

enough to show for all α that SU(p) ≥ α implies SU(q) ≥ α whenever q is a
non-forking extension of p ∈ S(A). The interesting case is where α = � + 1
is a successor ordinal. Then p has a forking extension r with SU(r) ≥ � . By
the Diamond Lemma (Exercise 7.2.2) there is an A-conjugate r′ of r with a
non-forking extension s which also extends q. By induction SU(s) ≥ � . But
s is a forking extension of q, so SU(q) ≥ � . �
Since every type does not fork over some set of cardinality at most |T |, there
are at most 2|T | different SU-ranks. Since they form an initial segment of the
ordinals, all ordinal ranks are smaller than (2|T |)+. (Actually one can prove
that they are smaller than |T |+.) It follows that every type of SU-rank∞ has
a forking extension of SU-rank∞.

Definition 8.6.3. A simple theory is supersimple if every type does not fork
over some finite subset of its domain. A stable, supersimple theory is called
superstable.

Note that totally transcendental theories are superstable.
Lemma 8.6.4. The theory T is supersimple if and only if every type has SU-

rank <∞.
Proof. If SU(p) = ∞, there is an infinite sequence p = p0 ⊆ p1 ⊆ · · · of
forking extensions of SU-rank∞. The union of the pi forks over every finite
subset of its domain. If p ∈ S(A) forks over every finite subset of A, there is
an infinite sequence A0 ⊆ A1 ⊆ · · · of finite subsets of A such that p � Ai+1
forks over Ai . This shows that p � ∅ has SU-rank∞. �
Let T be a complete theory. The stability spectrum Spec(T ) of T is the class
of all infinite cardinals in which T is stable.
Theorem 8.6.5. Let T be a countable complete theory. There are four cases:
1. T is totally transcendental. Then Spec(T ) = {κ | κ ≥ ℵ0}.
2. T is superstable but not totally transcendental. Then Spec(T ) = {κ | κ ≥
2ℵ0}.

3. T is stable but not superstable. Then Spec(T ) = {κ | κℵ0 = κ}.
4. T is unstable. Then Spec(T ) is empty.
Note that these are really four different possibilities: it follows from The-
orem A.3.6 that κℵ0 > κ for all κ with countable cofinality, e.g., for all
κ = ��(�).
Proof. 1: This follows from Theorem 5.2.6.
2: Let T be superstable and |A| = κ. Since every type over A does not fork
over a finite subset ofA, an upper bound for the size of S(A) can be computed
as the product of
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• the number of finite subsets E of A,
• the number of types p ∈ S(E),
• the number of non-forking extensions of p to A.

So we have | S(A)| ≤ κ · 2ℵ0 · 2ℵ0 = max(2ℵ0 , κ). If T is not totally transcen-
dental, the proof of Theorem 5.2.6 shows that T cannot be stable in cardinals
smaller than 2ℵ0 .
3: If T is stable, then T is κ-stable whenever κℵ0 = κ by Exercise 8.2.7. If

T is not superstable, the proof of Lemma 8.6.4 shows that there is a type p
over the empty set of infinite SU-rank with a forking extension p′ of infinite
SU-rank. Let q be a non-forking global extension of p′ and let κ ≥ ℵ0. By
Exercise 7.1.5 q has κ many different conjugates qα , (α < κ). Choose A0
of size κ such that all pα = qα � A0 are different. By Lemma 8.6.2 the pα
have again infinite SU-rank. Continuing in this manner we get a sequence
A0 ⊆ A1 ⊆ · · · of parameter sets and a tree of types pα0,...,αn ∈ S(An+1),
(n < �,αi < κ). We may assume that all Ai have cardinality κ. Each path
through this tree defines a type over A =

⋃
n<� An. So we have | S(A)| ≥ κℵ0 .

4: Clear from the definition. �
The spectrum of uncountable theories is more difficult to describe, see [54,
Chapter III].

Example 8.6.6 (Modules). For any R-module M , the LMod(R)-theory of
M is κ-stable if κ = κ|R|+ℵ0 .

See [47] or [63] for more on the model theory of modules.
Proof. Let B be a subset of some modelN of Th(M ), |B | ≤ κ. Let SN (B)
denote the set of all complete types over B which are realized in N . Every
type tp(a/B) is axiomatised by

tp±(a/B) = tp+(a/B) ∪ tp−(a/B),
where

tp+(a/B) = {ϕ(x, b) | ϕ pp-formula, b ∈ B, N |= ϕ(a, b)}
and

tp−(a/B) = {¬ϕ(x, b) | ϕ pp-formula, b ∈ B, N |= ¬ϕ(a, b)}.
Clearly, tp− is determined by tp+.
By Corollary 3.3.8, tp+(a/B) contains – up to equivalence – at most one
formula ϕ(x, b) for any pp-formula ϕ(x, y). Hence tp+(a/B) is determined
by a partial map f from the set of pp-formulas to the set of finite tuples in B
in the sense that it is axiomatised by {ϕ(x,f(ϕ)) | ϕ pp-formula}. Hence we
have

| SN (B)| ≤ (|B |+ ℵ0)|R|+ℵ0 .
Thus T is κ-stable in every κ with κ = κ|R|+ℵ0 . �
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Example 8.6.7 (Separably closed fields). The theory SCFp,e of separably
closed fields is stable for all κ with κ = κℵ0 -

Proof. Let L be a model of SCFp,e . Fix a p-basis b1, . . . , be and consider
the corresponding 
-functions 
� . Now letK be a subfield of cardinality κ. By
Theorem 3.3.20 every type tp(a/K) is axiomatised by Boolean combinations
of equations t(x) .= 0 where the t(x) are L(c1, . . . , ce, 
�)�∈pe -terms with
parameters from K . To compute an upper bound for the number of types
over K we may assume that K contains the p-basis and is closed under the

-functions. It is now easy to see that every t(x) is equivalent to a term
p(
�̄1 (x), . . . , 
�̄k (x)) where p(X1, . . . , Xk) ∈ K [X1, . . . , Xk] and the 
�̄i are
iterated 
-functions:


�̄ = 
�1...�m = 
�1 ◦ · · · ◦ 
�m .
So, if 
�̄0 , 
�̄1 , . . . is a list of all iterated 
-functions, the type of a over K
is determined by the sequence of the quantifier-free L-types of the tuples
(
�̄0 (a), . . . , 
�̄n (a)) over K . By Example 5.2.3 for each n there are only κ
many such types. So we we can bound the number of types overK by κℵ0 . �
Exercise 8.6.1. Show that the types of SU-rank 0 are exactly the algebraic
types. Show also that a type is minimal if and only if it is stationary and has
SU-rank 1.

Exercise 8.6.2. LetT be an arbitrary theory. Define theU-rank (orLascar
rank) U(p) of a type p ∈ S(A) as its SU-rank, except for the clause
U(p) ≥ � + 1 if for any κ there is a set B ⊃ A to which p has at least

κ many extensions q with U(q) ≥ � .
Show that in stable theories U-rank and SU-rank coincide.

Exercise 8.6.3. Use Exercise 7.2.5 to show that a simple theory is super-
simple if every 1-type has SU-rank <∞.
Exercise 8.6.4. Show that in simple theories SU(p) ≤MR(p).
Exercise 8.6.5 (Lascar inequality). Let T be simple, SU(a/C ) = α and

SU(b/aC ) = � . Prove2

� + α ≤ SU(ab/C ) ≤ � ⊕ α.
If a and b are independent over C , we have SU(ab/C ) = � ⊕ α.
Exercise 8.6.6. Let ϕ(x, y) be a formula without parameters and k natural
number. Define the rank D(p, ϕ, k) by
D(p, ϕ, k) ≥ � + 1 if p has an extension q with D(q, ϕ, k) ≥ � and

which contains a formula ϕ(x, b) which divides
over the domain of p with respect to k.

2Ordinal addition was defined in Exercise 6.4.4. The strong sum ⊕ is the smallest function
On× On→ On which is strictly monotonous in both arguments.
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Show for simple T :
1. That D(p, ϕ, k) is bounded by a natural number which depends only on
ϕ and k.

2. Let q be an extension of p. Then p is a non-forking extension of p if
and only if D(p, ϕ, k) = D(q, ϕ, k) for all ϕ and k.

Exercise 8.6.7. Acountable theory is�-stable if and only if it is superstable,
small and if every type (over a finite set) has finite multiplicity.

Exercise 8.6.8 (Lachlan). Show that in an ℵ0-categorical theory there are
only finitely many strong 1-types over a finite set. Conclude that an ℵ0-
categorical superstable theory is �-stable.

Note that there are stable ℵ0-categorical theories which are not �-stable
(see [26]).

Exercise 8.6.9. Let T be a simple theory. Assume that there is a sequence
of definable equivalence relations E0 ⊆ E1 ⊆ · · · such that every Ei -class
contains infinitely many Ei+1-classes. Show that T is not supersimple.

Exercise 8.6.10. Use Exercise 8.6.9 to show that a superstable group has
no infinite descending sequence of definable subgroupsG = G0 ≥ G1 ≥ G2 ≥
G3 ≥ · · · each of infinite index in the previous one. Conclude from this that
SCFp,e is not superstable if e > 0.

Exercise 8.6.11. Prove that amoduleM is totally transcendental if andonly
if it has the dcc on pp-definable subgroups ofM . AmoduleM is superstable if
and only if there is no infinite descending sequence of pp-definable subgroups
each of which is of infinite index in its predecessor.





Chapter 9

PRIME EXTENSIONS

In this chapter we return to questions around the uniqueness of prime exten-
sions. We will now prove their uniqueness for totally transcendental theories
and for countable stable theories having prime extensions.

9.1. Indiscernibles in stable theories

We assume throughout this section that T is complete, stable and eliminates
imaginaries. Indiscernibles in stable theories are in fact indiscernible for every
ordering of the underlying set. More importantly, we show that they form a
Morley sequence in some appropriate stationary type.
A family I = (ai)i∈I of tuples is totally indiscernible over A, if

C |= ϕ(ai1 , . . . , aik )↔ ϕ(aj1 , . . . , ajk )
for allL(A)-formulasϕ and sequences i1, . . . , ik , j1, . . . , jk of pairwise distinct
indices.
Lemma 9.1.1. If T is stable, indiscernibles are totally indiscernible.
Proof. Assume that I = (ai)i∈I is indiscernible over A, but not totally in-
discernible overA. By Lemma 7.1.1 we may assume (I,<) = (Q, <). Because
any permutation on {1, . . . , n} is a product of transpositions of neighbour-
ing elements, there are some L(A)-formula ϕ(x1, . . . , xn), rational numbers
r1 < · · · < rn and some j ∈ Q such that

|= ϕ(ar1 , . . . , arj , arj+1 , . . . , arn )
and

|= ¬ϕ(ar1 , . . . , arj+1 , arj , . . . , arn ).
The formula�(x, y) = ϕ(ar1 , . . . , x, y, . . . , arn ) orders the elements (ar), (rj <
r < rj+1). By Exercise 8.2.1, this contradicts stability. �
Let p ∈ S(A) be a stationary type. Recall that a Morley sequence in p is

an A-indiscernible sequence of realisations of p independent over A. Morley
sequences (aα)α<
 are easy to construct as follows: choose aα realising the

157
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unique non-forking extension of p to A ∪ {a� | � < α} (see Example 7.2.10).
Since any well-ordered Morley sequence arises in this way, Morley sequences
in p are uniquely determined by their order-type up to isomorphism over A.
Theorem 9.1.2. IfT is stable, then any infinite sequence of indiscernibles over
A is a Morley sequence for some stationary type defined over some extension
of A.
Proof. Let I = (ai)i∈I be indiscernible overA. Notice that for all formulas

ϕ(x, b) the set

Jϕ = {i ∈ I | |= ϕ(ai , b)}
is finite or cofinite in I : otherwise for all J ⊆ I the set of formulas

{ϕ(ai , y) | i ∈ J} ∪ {¬ϕ(ai , y) | i �∈ J}
would be consistent. So therewould be 2|I |manyϕ-types overI, contradicting
stability of T .
This shows that for everyϕ either Jϕ or I \Jϕ is bounded by some kϕ (which
depends only on ϕ).
The average type of I is a global type defined by
Av(I) = {ϕ(x, b) | b ∈ C, |= ϕ(ai , b) for all but finitely many i ∈ I }.
By the preceding remarks, this is a complete type. Let I0 be an infinite subset

of I . Since ϕ(x, b) ∈ Av(I) if and only if {i ∈ I0 | |= ϕ(ai , b)} contains more
than kϕ many (and hence infinitely many) elements, Av(I) is definable over
I0. Hence Av(I) does not fork over I0 and its restriction to I0 is stationary
(see Theorem 8.5.1 and Corollary 8.5.7.)
It is easy to see that all ai , i ∈ I \ I0, realise the type

p = Av(I) � AI0.
As this is also true for all I ′0 ⊃ I0, we see that ai , i ∈ I \ I0, forms a Morley
sequence for p.
At the beginning of the proof we can now replace I by an infinite set of
indiscernibles I ′ containing I as a coinfinite subset which shows I to be a
Morley sequence for p′ = Av(I ′) � A(I ′ \ I). �
Exercise 9.1.1. If p is stationary and q a non-forking extension of p, then
any Morley sequence of q is also a Morley sequence for p.

Exercise 9.1.2. Let p ∈ S(A) be stationary and I a Morley sequence of p.
a) Let B ⊃ A and I0 ⊆ I such that B |�AI0 I. Then I \ I0 is a Morley
sequence of the non-forking extension of p to B .

b) The type Av(I) is the non-forking global extension of p.
Exercise 9.1.3. We call indiscernibles I0 and I1 parallel if there is some

infinite set J such that I0J and I1J are indiscernible. Show that I0 and I1
are parallel if and only if they have the same average type.



9.2. Totally transcendental theories 159

Exercise 9.1.4. Show that two types are parallel if and only if two (or all)
of their infinite Morley sequences are parallel.

Exercise 9.1.5. Show the converse of Lemma 9.1.1: if all indiscernibles
sequences are totally indiscernible, then T is stable.

9.2. Totally transcendental theories

LetT be a totally transcendental theory. Wewill prove the following theorem:

Theorem 9.2.1 (Shelah [53]). Let T be totally transcendental.

1. A model M is a prime extension of A if and only if M is atomic over A
and does not contain an uncountable set of indiscernibles over A.

2. Prime extensions are unique.

Wefirst aim to show that a constructible set does not contain an uncountable
set of indiscernibles.

Lemma 9.2.2. Let I be indiscernible over A and B a countable set. Then I
contains a countable subset I0 such that I \ I0 is indiscernible over ABI0.
Proof. By Theorem 9.1.2, I is a Morley sequence of some stationary types
over some extension A′ of A. Since T is totally transcendental, we only need
to extend A by finitely many elements (this follows using Exercise 8.5.6 and
Exercise 9.1.1). So we may assume A′ = A. For every finite tuple b in B there
is some finite set I0 such that b |�AI0 I. In this way we find a countable set
I0 with

BI0 |�
AI0

I.

It now follows from Exercise 9.1.2 that I \ I0 is a Morley sequence over
ABI0. �
We need a bit of set theory: a club D ⊆ �1 is a closed and unbounded

subset where closed means that sup(α ∩D) ∈ D for all α ∈ �1.
Theorem 9.2.3 (Fodor). LetD ⊆ �1 be a club and f : D → �1 a regressive
function, i.e., f(α) < α for all α ∈ D. Then f is constant on an unbounded
subset of �1.

Proof. Suppose not; then for each α ∈ �1, the fibre Dα = {x ∈ D |
f(x) = α} is bounded. Construct a sequence α0 < α1 < · · · of elements of
D as follows. Let α0 be arbitrary. If αn is constructed, choose for αn+1 an
upper bound of

⋃
�<αn
D� . So we have for all � ∈ D

� ≥ αn+1 ⇒ f(�) ≥ αn.

For � = supn<� αn, this implies f(�) ≥ �. A contradiction. �
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Recall from Section 5.3 that a set B = {bα}α<� is a construction over A if
all tp(bα/ABα) are isolated where as above Bα = {b� | � < α}). A subset
C ⊆ B is called construction closed if for all bα ∈ C the type tp(bα/ABα) is
isolated by some formula over A ∪ (Bα ∩ C ).
The following lemma holds for arbitrary T .

Lemma 9.2.4. Let B = {bα}α<� be a construction over A.
1. Any union of construction closed sets is construction closed.
2. Any b ∈ B is contained in a finite construction closed subset of B .
3. If C ⊆ B is construction closed, then B is constructible over AC .
Proof. The first part is clear. For the second part, let b = bα ∈ B . Since
the type of b = b0 is isolated over A, we can do induction on α. As {b�}�<� is
a construction over A, tp(bα/ABα) is isolated by some formula ϕ(x, c) where
c = b�1 . . . b�n with �i < α. By induction, each b�i is contained in a finite
construction closed setCi . ThusC1∪· · ·∪Cn∪{bα} is finite and construction
closed.
For Part 3 we assume A = ∅ to simplify notation. We will show that the

type tp(bα/CBα) is isolated for all α. This is clear if bα ∈ C . So assume
bα �∈ C . From the assumption it is easy to see that C is isolated over Bα+1
where the isolating formulas only contain parameters from Bα+1 ∩ C ⊆ Bα .
We thus have

tp(C/Bα) � tp(C/Bαbα).

If ϕ(x) isolates the type tp(bα/Bα), then ϕ(x) also isolates the type
tp(bα/CBα). �
Lemma 9.2.5. If B is constructible over A, then B does not contain an un-

countable set of indiscernibles over A.

Proof. We assume A = ∅. Let I = {cα}α<�1 be indiscernible. By
Lemma 9.2.4 we can build a continuous sequence Cα of countable construc-
tion closed subsets of B such that cα ∈ Cα+1. By Lemma 9.2.2 there is a club
D consisting of limit ordinals such that for all � ∈ D the set {cα | α ≥ �} is
indiscernible overC� . Each c� is isolated overC� by a formulawith parameters
from C�′ with �′ < �. By Fodor’s Theorem there is some �0 such that for some
cofinal set of �s from D the parameters can be chosen in C�0 . Assume that
�1 < �2 are such elements. Then c�1 and c�2 have the same type over C�0 . But
this is impossible since

tp(c�2/C�0 ) � tp(c�2/C�0c�1 ). �

LetM be a model and A ⊆M . We call a subset B ofM normal inM over
A if for every element b ∈ B all realisations of tp(b/A) in M are contained
in B .
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Lemma 9.2.6. Let T be a (not necessarily totally transcendental ) theory
which has prime extensions. If M is atomic over A and B is a normal sub-
set ofM containing A, thenM is atomic over B .

Proof. Let c be a tuple fromM , so tp(c/A) is isolated. Since the isolated
types are dense over B by Theorem 4.5.7, there is some d ∈ M atomic over
B and realizing the type tp(c/A). Let tp(d/B) be isolated by �(x, d0) for
some tuple d0 ∈ B . Since c and d satisfy the same type over A there is some
c0 ∈ M such that tp(cc0/A) = tp(dd0/A). Then c satisfies �(x, c0) and as B
is normal, we have c0 ∈ B . It follows easily that �(x, c0) is complete over B
as well. �
Proof of Theorem 9.2.1(1). If M is a prime extension of A, then M is

atomic over A by Corollary 5.3.7 and sinceM can be embedded over A into
some constructible prime extension, by Lemma 9.2.5M does not contain an
uncountable set of indiscernibles over A.
For the converse assume again A = ∅, i.e., suppose M is atomic over ∅
without uncountable set of indiscernibles. In order to prove that M can be
embedded into any model N we enumerate all types over ∅ realised in M
as (p�)�<� and recursively extend the empty map to the normal sets C� =⋃
α<� pα(M ). That this is possible follows from the following.
Claim. LetM be atomic over B , p ∈ S(B) and B ⊆ C ⊆M normal over B .
Then any elementary map C −→ N can be extended to C ∪ p(M ).
We proof the claim by induction on the Morley rank of p and note that the
claim is clear if p is algebraic.
Assume inductively that the claim is proved for all types ofMorley rank less
than α (over arbitrary sets B). Then any given elementary map f : C −→ N
with B ⊆ C ⊆ M and C normal over B can be extended to C ∪ {a ∈ M |
MR(a/B) < α}.
Let now p ∈ S(B) with MR(p) = α. Let {ci}i<� be a maximal set

of realisations of p in M independent over B . By Exercise 9.2.1, {ci}i<�
splits into a finite number of indiscernible sequences, which implies that � is
countable, and we can assume that � ≤ �. Let Bi = B ∪ {c0, . . . , ci−1} and
Ci = C ∪ {a ∈ M | MR(a/Bi) < α}, so B = B0. By maximality we have
p(M ) ⊆

⋃
i<� Ci . AsM is atomic over B , it is also atomic over Bi and since

Ci is normal over Bi even atomic over Ci . If f has been extended to Ci , we
may extendf toCiBi+1 by the atomicity. By the induction hypothesis applied
to Bi+1 and CiBi+1 there is an extension to Ci+1.
The proof of 9.2.1(1) can easily be symmetrised to yield 9.2.1(2). �

Example (Shelah [55]). LetL contain a binary relation symbolEα for every
ordinal α < �1 and let T be the theory stating that each Eα is an equivalence
relation such that E0 consists of only one class and for any α < � < �1 each
Eα-equivalence class is the union of infinitely many E� -equivalence classes.
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Then T is complete, stable (but not totally transcendental) and admits quan-
tifier elimination. Every consistentL(A)-formulaϕ(x) can be completed over
A. Therefore there exists a prime model M which is constructible over the
empty set.

In M any chain (Kα)α<�1 of Eα-equivalence classes has non-empty inter-
section: otherwise there would be a countable subset A ofM and some limit
ordinal � < �1 such that:
(i) A is construction closed (with respect to a fixed construction);
(ii) A ∩

⋂
α<� Kα = ∅;

(iii) A ∩Kα �= ∅ for all α < �.
By (i)M/A is atomic. Let c ∈ K�; then tp(c/A) is isolated by some formula
ϕ(x; a); by (ii) there exists some α < � such that a ∩ Kα = ∅. By (iii) there
is some d ∈ A ∩ Kα ; since a ∩ Kα = ∅, it would imply |= ϕ(d ; a), but this is
impossible as ϕ isolates tp(c/A). Therefore we have

⋂
(Kα)α<�1 �= ∅.

Now let a ∈M and letN be the set of all b fromM for which there is some
ordinal α < �1 with |= ¬aEαb. Then N is also a prime model, butM and N
are not isomorphic.

Exercise 9.2.1. Let T be totally transcendental, and I be an independent
set of realisations of p ∈ S(A). Then I can be decomposed into a finite
number I1, . . . ,In of indiscernible sets over A.

9.3. Countable stable theories

We assume throughout this section thatT is countable and stable. For such T
we will show that prime extensions, if they exist, are unique. The main point
is Shelah’s result that in this situation subsets of constructible sets are again
constructible.
The proof of Theorem 9.2.1(1) showed that atomic extensions ofAwithout
uncountable sets of indiscernibles are constructible and hence prime. The
uniqueness of such prime extensions then also follows directly from the fol-
lowing theorem which holds for arbitrary theories.
Theorem 9.3.1 (Ressayre). Constructible prime extensions are unique.
Proof. It suffices to prove the theorem for constructible prime extensions

M and M ′ over the empty set. Let f0 : E0 → E ′
0 be a maximal elementary

map between construction closed subsets E0 ⊆M and E ′
0 ⊆M ′. If E0 �=M ,

there is some proper construction closed finite extension E1 of E0. Since
E1 is atomic over E0 by Lemma 9.2.4(3) and Corollary 5.3.6 there is an
extension f1 : E1 → E ′

1 of f0. Then E
′
1 need not be construction closed,

but there is a construction closed finite extension E ′
2 of E

′
1. Similarly there

exists a (not necessarily construction closed) set E2 ⊆M and some extension
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f1 to an isomorphism f2 : E2 → E ′
2. Continuing in this way we obtain an

ascending chain of elementary isomorphismsfi : Ei → E ′
i . ThenE∞ :=

⋃
Ei

and E ′
∞ :=

⋃
E ′
i are construction closed and f∞ :=

⋃
fi is an elementary

isomorphism from E∞ to E ′
∞, contradicting the maximality of f0. �

Theorem 9.3.2 (Shelah [55]). If T is stable and countable, then any subset
of a set constructible over A is again constructible over A.

We immediately obtain the following corollary.

Corollary 9.3.3. If T is a countable stable theory with prime extensions
(see Exercise 5.3.2), then all prime extensions are unique.

For the proof of the theorem we need the following lemma.

Lemma 9.3.4. Let T be countable and stable; ifA andB are independent over
C and B ′ is countable, then there is a countable subset C ′ of A with A and BB ′

independent over CC ′.
Proof. Using the properties of forking, we find a countable subset C ′ ⊆
A with ABC |�BCC ′ B

′; then A |�BCC ′ B
′, and since A |�CC ′ B we have

A |�CC ′ BB
′. �

Proof of Theorem 9.3.2. Let B be constructible over A and D a subset of
B . Wemay assume thatB is infinite since finite sets are constructible. IfE is an
arbitrary construction closed subset of B and E ′ ⊆ B a countable extension
of E (i.e., E ′ \ E is countable), then there is some countable construction
closed extension E ′′ of E ′. Similarly, for any E with D |�A(D∩E)E and for
every countable extension E ′ of E, there is a countable extension E ′′ with
D |�A(D∩E′′)

E ′′ (Lemma 9.3.4).
Applying these closure procedures alternatingly countably many times, one
sees that for any construction closed subset E of B with

D |�
A(D∩E)

E

and for any countable extension E ′ of E there exists a construction closed
countable extension E ′′ of E ′ such that

D |�
A(D∩E′′)

E ′′.

In this way we obtain a continuous chain (Cα)α<� of construction closed sets
with C0 = ∅,

⋃
α<� Cα = B , countable differences Cα+1 \ Cα and

D |�
A(D∩Cα)

Cα.

For each α we can choose an �-enumeration of D ∩ (Cα+1 \ Cα). These
enumerations can be composed to an enumeration ofD. In order to show that
this enumeration is a construction of D it suffices to show that every initial
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segment d of D ∩ (Cα+1 \ Cα) is atomic over A(D ∩ Cα). This follows from
the Open Mapping Theorem (8.5.9) as d is atomic over ACα . �



Chapter 10

THE FINE STRUCTURE OF ℵ1-CATEGORICAL
THEORIES

10.1. Internal types

By the results in Sections 5.8 and 6.3 we know that models of ℵ1-categorical
theories are (minimal) prime extensions of strongly minimal sets. We will
see in the next section that in this case the prime extensionsM of ϕ(M ) are
obtained in a particularly simple way, namely as an iterated fibration where
each fibre is the epimorphic image of some ϕ(M )k . Unless stated otherwise,
we assume in this section that T is totally transcendental.
Weneed the concept of an internal type. We fix a 0-definable infinite subclass

F = ϕ0(C) of C.

Definition 10.1.1. A partial type �(x) over the empty set is called F-
internal if for some set B , the class �(C) is contained in dcl(FB).

Lemma 10.1.2. A partial type � is F-internal if and only if there is some finite
conjunction ϕ of formulas in � which is F-internal.
Proof. The complement of dcl(FB) can be defined by a partial type �(x).
So �(C) ⊆ dcl(FB) if and only if � ∪ � is inconsistent and this is witnessed by
a finite part of �. �
Example. Let G be a group. Let

M = (G,A)

be a two-sorted structure where A is a copy of G without the group structure.
Instead, the structureM contains the map

� : G × A→ A
defined as �(g, a) = ga. ThenM is prime over G and clearly the type p of an
element in A is G-internal, in fact, p(M ) ⊆ dcl(G, a) for any a ∈ A. We will
see in Corollary 10.1.7 that this is the typical picture for internal types.

Lemma 10.1.3. A type p ∈ S(A) is F-internal if and only if there is some set
of parametersB and some realisation e of p such that e ∈ dcl(FB) and e |�A

B .

165
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Proof. If p(C) ⊆ dcl(FB), we just choose e as a realisation of p indepen-
dent of B over A.
Conversely, given a realisation e of p and some b ∈ B with e |�A

b and
e ∈ dcl(Fb), we choose a Morley sequence b0, b1, . . . of tp(b/ acleq(A)) of
length |T |+. By Exercise 7.2.1 for each e′ ∈ p(C) there is some i such that
e′ |�A

bi . If p is stationary, then eb and e′bi realise the same type over A and
hence e′ ∈ dcl(Fbi). So p(C) ⊆ dcl(FB) for B = {b0, b1, . . . }. If p is not
stationary, then by the previous argument applied to each extension of p to
acleq(A) these are all F-internal. By taking unions we obtain a set B such that
the realisations of all extensions of p to acleq(A) are contained in dcl(FB). �

Lemma 10.1.4. A consistent formula ϕ is F-internal if and only if there is a
definable surjection from some Fn onto ϕ(C).

Proof. If there is a B-definable surjection Fn → ϕ(C), ϕ(C) is contained
in dcl (FB). For the converse assume that ϕ(C) ⊆ dcl (FB). Then, by
Exercise 6.1.12, for every e ∈ ϕ(C) there is a B-definable class De ⊆ Fne

and a B-definable map fe : De → C such that e is in the image of fe . A
compactness argument shows that there is a finite number of definable classes
D1, . . . ,Dm ⊆ Fn and definable maps fi : Di → C such that ϕ(C) is contained
in the union of the fi(Di). Fix a sequence of distinct elements a1, . . . , am ∈ F
and an element b ofϕ(C). Definef : Fn+1 → ϕ(C) by settingf(x, y) = fi(x)
if y = ai and x ∈ Di and f(x, y) = b for some b ∈ ϕ(C) otherwise. Then f
is a surjection from Fn+1 onto ϕ(C). �

Lemma 10.1.5. Let T be an arbitrary theory and F a stably embedded 0-
definable class. If a and b have the same type over F, they are conjugate under
an element of Aut(C/F).

Proof. We construct the automorphism as the union of a long ascending
sequence of elementary maps α : A ∪ F → B ∪ F which are the identity on
F. Assume that α is constructed and consider an element c ∈ C. Since F is
stably embedded, the type of cA over F is definable over some subset C of F.
Choose some d ∈ C with tp(dB/C ) = tp(cA/C ). We can then extend α to
an elementary map α′ : {c} ∪ A ∪ F → {d} ∪ B ∪ F. To see this assume that
|= ϕ(c, a, f), where a ∈ A and f ∈ F. Then ϕ(x, y, f) belongs to the type of
cA over F, so ϕ(x, y, f) belongs also to the type of dB over F which shows
|= ϕ(d, α(a), f). �

A groupoid is a (small) category in which all morphisms are invertible,
i.e., isomorphisms. A groupoid is connected if there are morphisms between
any two objects. A definable groupoid G is one whose objects are given by a
definable family (Oi)i∈I of classes and whose morphisms by a definable family
(Mi,j)i,j∈I of bijections Oi → Oj . We use the notation HomG(Oi,Oj) and
AutG(Oi) forMi,j andMi,i .
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We denote by Feq ⊆ Ceq the collection of those 0-definable equivalence
classes having representatives in F.

Theorem 10.1.6 (Hrushovski’s Binding Groupoid). Let T be totally tran-
scendental, E and F be 0-definable and assume that E is F-internal and non-
empty. Then E is an object of a 0-definable connected groupoid G with the
following properties:

a) E is not the only object in G. The objects other than E are subsets of Feq.
b) AutG(E) = Aut(E/F).

The group AutG(E) is Zilber’s binding group (see also [46]).

Proof. By Lemma 10.1.4 there is a definable surjection from some power
Fn to E. This induces a bijection f : O → E for some definable classO of Feq.
Let f = fc be defined from a parameter c and O = Od from a parameter d .
By Lemma 8.3.3 we can find d in F(M0) for an atomic modelM0 of T . Since,
by Lemma 5.3.4, the isolated types are dense over any parameter set, we may
assume that the type of c over F∩M0 is isolated, say by a formula ϕ(x, a). It
is easy to see that ϕ(x, a) isolates a type over F. By extending d if necessary
we may assume that d = a. Now let �(y) isolate the type of d .
As objects of G we take E and the Oe where e realises �(y) and we let

HomG(Oe,E) be the set of all fc′ with c′ realising ϕ(x, e). We claim that
HomG(Oe,E) is a right coset of Aut(E/F), namely, if c′ realises ϕ(x, e), we
have

HomG(Oe,E) = Aut(E/F) ◦ fc′ .

This follows easily from the fact that, by Lemma 10.1.5, the elements of
HomG(Oe,E) are of the form fα(c′) for some automorphism α ∈ Aut(C/F)
and from the formula

fα(c′) = α ◦ fc′ .

We can now set

HomG(E, Oe) = {f−1 | f ∈ HomG(Oe,E)}
HomG(E,E) = {f ◦ g−1 | f, g ∈ HomG(Oe,E)}

HomG(Oe,Oe′) = {f−1 ◦ g | f ∈ HomG(Oe′ ,E), g ∈ HomG(Oe,E)}. �

Recall that a group G acts regularly on a set A if for all a, b ∈ A there exists
a unique g ∈ G with ga = b.
Corollary 10.1.7 (Binding group). Let T be a totally transcendental the-
ory, E and F be 0-definable and assume that E is F-internal. Then the following
holds.

1. There is a definable group G ⊆ Feq, the binding group, and a definable
classA on whichG acts regularly and such that E ⊆ dcl(Fa) for all a ∈ A.
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The group G, the class A, the group operation and the action of G on A
are definable with parameters from F.

2. Aut(E/F) is a 0-definable permutation group, Aut(E/F) acts regularly on
A and is definably isomorphic to G.

Proof. Let G be the groupoid of Theorem 10.1.6. Fix any object Oe dif-
ferent from E. Set G = AutG(Oe) and A = HomG(Oe,E). Now replace
the definable bijections in G and A by their canonical parameters in order to
obtain elements of Feq and Ceq respectively. �
Remark 10.1.8. Note that in the last corollary Aut(E/F) is infinite if E �⊆
acleq(F).

Exercise 10.1.1. Let C be F-internal. Show that every modelM is a mini-
mal extension of F(M ).

Exercise 10.1.2. Let T , E and F be as in Theorem 10.1.6.
1. Show that there is a finite subset A of E such that E is contained in
dcl(F ∪ A).

2. Show that the converse of Remark 10.1.8 is also true: Aut(E/F) is finite
if E is contained in acl(F).

Exercise 10.1.3. Prove that every element of dcleq(F) is interdefinable with
an element of Feq.

Exercise 10.1.4. Let T be arbitrary, F 0-definable and C a subset of F.
Show that tp(a/F) is definable over C if and only if tp(a/C ) � tp(a/F).
Exercise 10.1.5 (Chatzidakis–Hrushovski, [17]). Let T be arbitrary and F
0-definable. Show that the following are equivalent:
a) F is stably embedded.
b) Every type tp(a/F) is definable over a subset C of F.
c) For every a there is a subset C of F such that tp(a/C ) � tp(a/F).
d) Every automorphism of F extends to an automorphism of C.

10.2. Analysable types

Throughout this section we assume that T is a stable theory eliminating
imaginaries.

Definition 10.2.1. Let F be a 0-definable class. A type p ∈ S(∅) is
called F-analysable if for every realisation a of p there is a sequence of tu-
ples a0, . . . , an = a in dcl(a) such that tp(ai/a0 . . . ai−1) is F-internal for
i = 0, . . . , n.

Theorem 10.2.2 (Hrushovski [27]). Let T be ℵ1-categorical and F a 0-def-
inable strongly minimal set. Then every type p ∈ S(∅) is F-analysable.
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We need some preparation in order to prove this theorem.

Theorem 10.2.3. Let p ∈ S(A) be a stationary type and I an infinite Morley
sequence for p. Then Cb(p) ⊆ dcl(I).
Proof. ByExercise 9.1.2(b) the average typeAv(I) is the non-forking exten-
sion of p to the monster model. The proof of Theorem 9.1.2 and Lemma 8.5.8
imply that Av(I) is based on I. �

Definition 10.2.4. 1. We call two types p, q ∈ S(A) almost orthogonal if
any realisation of p is independent over A from any realisation of q.

2. Two types over possibly different domains are orthogonal if all non-
forking extensions to any common domain are orthogonal.

3. A theory T is called unidimensional if all stationary non-algebraic types
are pairwise non-orthogonal.

Note that algebraic types are orthogonal to all types.
Let F be a strongly minimal set. We call a type p ∈ S(A) orthogonal to F if

for every realisation b of p, any c ∈ F and any extension B of A over which F
is defined we have

b |�
A

B =⇒ b |�
B

c.

If q is a type of Morley rank 1 containing F(x), this is equivalent to p being
orthogonal to q.

Lemma 10.2.5. Let T be ℵ1-categorical and F a strongly minimal set. Then
no non-algebraic type is orthogonal to F.

Proof. Let F be defined overA and suppose that p ∈ S(A) is orthogonal to
F. Choose a modelM containingA, a realisation b of p independent fromM
overA, and amodelN prime overMb. Then b is independent from F(N ) over
M . By Theorem 5.8.1, there is some c ∈ F(N ) \M . Let ϕ(x, y) ∈ L(M ) so
that ϕ(x, b) isolates the type of c overMb. Then ϕ(x, b) cannot be realised in
F(M ) and hence must be algebraic. So tp(c/Mb) and by symmetry tp(b/Mc)
fork overM , contradicting the choice of b. �
Proof of Theorem 10.2.2. By induction on α = MR(p). If α = 0, p is
algebraic and hence trivially internal (in any definable class). If α > 0, we
apply Lemma 10.2.5 and find a realisation b of p, some c ∈ F and some set
of parameters B such that b |� B and b � |�B

c. By finite character of forking
we may assume that B is finite.
Let D be the canonical base of tp(cB/ acl(b)). As cB |�D

b, but cB � |� b,
we have b � |� D. Let (ciBi) be an infinite Morley sequence for tp(cB/D). By
Theorem 10.2.3, we have

D ⊆ dcl(c0B0c1B1 . . . ).
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It follows from b |� B (and D ⊆ acl(b)) that we must have D |� B and
henceD |� B0B1 . . .. This shows that the type of any tuple d ∈ D isF-internal
by Lemma 10.1.3. We choose a finite tuple d ∈ D with b � |� d . Then we have
MR(b/d ) < α. We may absorb the parameter d into the language and apply
the induction hypothesis toT (d ) = T ∪{ϕ(d ) | ϕ ∈ tp(d )} to find a sequence
b1, . . . , bn = b such that bi ∈ dcl(db) and the types tp(bi/db1 . . . bi−1) are F-
internal. Setting b0 = d , we would be done if we knew that d ∈ dcl(b). For
this we replace d by the canonical parameter d ′ of the finite set {d1, . . . , dk}
of conjugates of d over b. We have thus achieved d ′ ∈ dcl(b). Because
d ′ ∈ dcl(d1 . . . dk) the type of d ′ is F-internal and since d ∈ acl(d ′), we have
MR(b/d ′) ≤MR(b/d ) < α. We can use this d ′ to finish the proof. �
A complete theory is called almost strongly minimal if there is a strongly
minimal formula ϕ (possibly containing parameters) such that C is in the
algebraic closure of ϕ(C) ∪ A for some set A ⊆ C.

Corollary 10.2.6 (Zilber). Let T be an ℵ1-categorical theory. If there is no
infinite group definable in T eq, then T is almost strongly minimal.
Proof. LetT be an ℵ1-categorical theory and let F be a 0-definable strongly
minimal set, possibly after adding parameters. If T is not almost strongly
minimal, we can use Theorem 10.2.2 to find a definable class E which is F-
internal but not contained in acleq(F). Then Aut(E/F) is an infinite definable
group by Corollary 10.1.7 and Remark 10.1.8. �
Theorem 10.2.7 (Baldwin [3]). Any ℵ1-categorical theory has finite Morley

rank.
To prove Theorem 10.2.7 we need the following definition which allows us
to extend additivity of Morley rank beyond strongly minimal sets (see also
Proposition 6.4.9 and Exercise 6.4.3).

Definition 10.2.8. Let f : B → A be a definable surjection. We say that
the fibres of f have definable Morley rank if there is a finite bound for the
Morley rank of the fibres f−1(a) and if for every definable B′ ⊆ B and every
k′ the class {a ∈ A |MR(f−1(a) ∩ B′) = k′} is definable.

Remark 10.2.9. If B is a power of a strongly minimal set, the fibres of f
have definable Morley rank by Corollary 6.4.4. �

For the next statement remember that the Morley rank of the empty set is
defined as −∞.
Lemma 10.2.10. If the fibres of f : B → A have definable Morley rank and
MR(A) is finite, we have

MR(B) = max
k<�
(MR(Ak) + k),

where Ak = {a ∈ A |MR(f−1(a)) = k}.
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Proof. We leave it as an exercise (Exercise 10.2.1) to show that MRB ≥
MRAk + k for all k. For the converse we may assume that all fibres have
Morley rank k and that A has Morley degree 1 and Morley rank � . We show
MRB ≤ � + k by induction on � .
Let Bi be an infinite family of disjoint definable subsets of B. We want to
show that one of the Bi has smaller Morley rank than � + k. Consider any
a ∈ A. Then for some i the fibre f−1(a) ∩ Bi must have rank smaller than
k. So the intersection of all Aik = {a | MR(f−1(a) ∩ Bi) = k} is empty,
which implies that one of the Aik has smaller rank that � . Induction yields
MRBi < � + k. �
Proof of Theorem 10.2.7. It is enough to prove that every element a has

finite Morley rank over ∅. Each a has an analysing sequence a0, . . . , an = a
where all types tp(ai/a0 . . . ai−1) are F-internal. We prove by induction on n
that the tuple a0 . . . an has finite Morley rank. By Lemma 6.4.1 this implies
that an has finite Morley rank.
By the induction hypothesis, a0 . . . an−1 is contained in a 0-definable set

A of finite Morley rank. Since tp(an/a0 . . . an−1) is F-internal, an is con-
tained in an (a0 . . . an−1)-definable set which is an image of some power of
F by a definable map. So we may assume that a0 . . . an belongs to a 0-
definable set B which projects onto A by the restriction map � : B → A
and such that the fibres �−1(a) are definable images of some power of F.
By Corollary 10.2.9 the fibres of � have definable Morley rank. If the rank
of the fibres is bounded by k, Lemma 10.2.10 bounds the rank of B by
MRA+ k. �
We end this section with a different characterisation of ℵ1-categorical the-

ories due to Erimbetov [18].

Theorem 10.2.11. A countable theory T is ℵ1-categorical if and only if it is
�-stable and unidimensional.

Proof. Assume first that T is ℵ1-categorical. Let F be strongly minimal,
defined over A, p and q be two stationary types over A. By Lemma 10.2.5
there is an extension A ⊆ B , realisations a, b, c1, c2 of p, q and F such that
a |�A

B , b |�A
B , a � |�B

c1, b � |�B
c2. That means that c1 ∈ acl(aB)\acl(B)

and c2 ∈ acl(bB) \ acl(B). So c1 and c2 have the same type over B and we
may assume that c1 = c2. But then c1 � |�B

c1 implies a � |�B
b and p and q are

not orthogonal.
For the converse assume that T is �-stable and unidimensional. The proof

of the Baldwin–Lachlan Theorem (5.8.1) shows that it is enough to prove that
there are no Vaughtian pairs M � N for strongly minimal formulas ϕ(y)
defined over M . Let a be any element in N \M and p(x) = tp(a/M ). By
assumption there is an extensionM ′ ofM and an element c ∈ ϕ(C)\M ′ such
that a |�M

M ′ and c ∈ acl(aM ′). Let �(a,m′, y) be a formula which isolates
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the type of c over aM ′. Then the following sentences are true inM ′

dp x∃y�(x,m′, y)
dp x∀y(�(x,m′, y)→ ϕ(y))

∀y dp x¬�(x,m′, y).

So we find an m ∈ M for which the corresponding sentences are true inM .
This implies that there is a b ∈ B such that N |= �(a,m, b) and that all such
b lie in ϕ(N ) \M . SoM � N is not a Vaughtian pair for ϕ. �

Exercise 10.2.1. Let f : B → A definable and assume that all fibres have
Morley rank at least α. Then MRB ≥ α +MRA.

Exercise 10.2.2. Two types p ∈ Sm(A) and q ∈ Sn(A) are weakly orthogo-
nal, if p(x) ∪ q(y) axiomatises a complete type in Sm+n(A). Show
1. p and q are weakly orthogonal if and only if for any realisation a of p,
q has a unique extension to Aa.

2. In a simple theory two stationary types p and q are weakly orthogonal
if and only if they are almost orthogonal.

Exercise 10.2.3. Assume T simple and p and p′ two stationary parallel
types. Then p is orthogonal to a type q if and only if p′ is.

Exercise 10.2.4. In a simple theory call a stationary, non-algebraic type
p ∈ S(A) regular if it is orthogonal to every forking extension. Prove the
following

1. If T is stable, then also every type parallel to p is regular.
2. cl(B) = {c ∈ p(C) | B � |�A

c} defines a pregeometry on p(C).
3. Dependence is transitive if the middle element realises a regular type: if
b � |�A

c, c � |�A
d and c realises p, then b � |�A

d . It follows that non-
orthogonality is an equivalence relation on the class of regular types.

10.3. Locally modular strongly minimal sets

In this section, we let T denote a complete stable theory and ϕ(x) a strongly
minimal formula without parameters.
We call ϕ modular if its pregeometry is modular in the sense of Defini-
tion C.1.9, i.e., if for all relatively algebraically closed A,B in ϕ(C)

dim(A ∪ B) + dim(A ∩ B) = dim(A) + dim(B). (10.1)

We say T is locally modular if (10.1) holds whenever A ∩ B contains an
element not in acl(∅).
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It is easy to see thatϕ ismodular if andonly if any two relatively algebraically
closed subsets A and B of ϕ(C) are independent over their intersection:

A |�
A∩B
B ;

see Lemma C.1.10. In fact this holds for arbitrary sets B , not necessarily
contained in ϕ(C).
Lemma 10.3.1. If ϕ is modular, then

A |�
A∩B
B

for algebraically closed B and any A which is relatively algebraically closed in
ϕ(C).
Proof. LetC be the intersection ofB andϕ(C). It is enough to show thatA
is independent from B over C . For this we may assume that B is the algebraic
closure of a finite set and the elements ofA are algebraically independent over
C . We have to show that the elements of A remain algebraically independent
over B . Choose a B-independent sequence A0, A1, . . . of sets realising the
same type as A over B . For any i the intersection of acl(A0 . . . Ai) and
acl(Ai+1) is contained in B . So by local modularity A0 . . . Ai and Ai+1 are
independent over C . This implies that the elements of A0 ∪ A1 ∪ · · · are
algebraically independent over C . By Exercise 9.1.2 for some i the elements
of Ai ∪ Ai+1 ∪ · · · are algebraically independent over B . Hence also the
elements of A are algebraically independent over B . �
Definition 10.3.2. A formula �(x) without parameters is 1-based if

A |�
acleq(A)∩ acleq(B)

B

for all B and all subsets A of �(C).

For a set B and a tuple a, the strong type stp(a/B) = tp(a/ acleq(B))
is stationary (see Exercises 8.4.9 and 8.5.4). We denote by Cb(a/B) the
canonical basis of stp(a/B). Note that Cb(a/B) is a subset of Ceq.
Lemma 10.3.3. A formula � is 1-based if and only if

Cb(a/B) ⊆ acleq(a)
for all sets B and finite tuples a in �(C).
Proof. Let C be the intersection acleq(a) ∩ acleq(B). If T is 1-based, the

strong type of a over B does not fork over C . So by Lemma 8.5.8 Cb(a/B) is
contained in C ⊆ acleq(a). If conversely Cb(a/B) is contained in acleq(a), it
is also contained in C and a |�Cb(a/B)

B implies a |�C
B . �

Corollary 10.3.4. 1. 1-basedness is preserved under adding and removing
parameters, i.e., � is 1-based if and only if � is 1-based in CA for any set
A of parameters.
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2. If � is 1-based and if every element of �′(C) is algebraic over �(C), then
�′(C) is 1-based.

Proof. 1. If � is 1-based, then CbA(a/B) = Cb(a/AB) ⊆ acleq(a) ⊆
acleqA(a). If conversely � is 1-based in CA and a ∈ �(C) and B are given,
we may assume that a, B are independent from A. We have then Cb(a/B) =
Cb(a/AB) = CbA(a/B) ⊆ acleqA(a). Since Cb(a/B) is also contained in
acleq(B), we conclude Cb(a/B) ⊆ acleq(a).
2. First note that if c is algebraic over a, then, for any set B , we have that
c and B are independent over Cb(a/B), hence Cb(c/B) ⊆ acleq Cb(a/B).
Now let a′ be a finite tuple from �′(C) and B any set. Choose a tuple a1 from
ϕ(C) over which a′ is algebraic. If a1 and a′ are interalgebraic, we are done.
Otherwise choose a2 which realises the type of a1 over a′ and is independent
from a1 over a′. Then Cb(a′/B) ⊆ acleq Cb(a1/B) ∩ acleq Cb(a2/B) ⊆
acleq(a1) ∩ acleq(a2) ⊆ acleq(a′). �
Theorem 10.3.5. Let T be totally transcendental and ϕ a strongly minimal

formula without parameters. Then the following are equivalent.
a) ϕ is locally modular.
b) ϕ is 1-based.
c) Every family of plane curves in ϕ has dimension at most 1. This means that
for all B and elements a, b of ϕ(C), if tp(ab/B) has Morley rank 1, then
Cb(ab/B) has Morley rank at most 1 over the empty set.

Proof. a) ⇒ b): If ϕ is locally modular, ϕ becomes modular if we add
a name for any element x ∈ ϕ(C) \ acleq(∅) to the language. If B and
a ∈ ϕ(C) are given, we choose x independent from aB (over the empty
set). It follows from Lemma 10.3.1 that a and Bx are independent over
acleq(ax) ∩ acleq(Bx). This implies Cb(a/Bx) ⊆ acleq(ax). By the choice of
x we have Cb(a/Bx) = Cb(a/B) ⊆ acleq(B). Since x and B are independent
over a, we have acleq(ax) ∩ acleq(B) ⊆ acleq(a). This implies Cb(a/B) ⊆
acleq(a).
b)⇒ c): Write d = Cb(ab/B). Then MR(ab/d ) = 1. If the Morley rank
of d is not zero, ab and d are dependent over the empty set. By the definition of
1-basedness and Lemma 10.3.3, we have d ∈ acleq(ab), and soMR(abd ) ≤ 2.
Since MR(ab/d ) = 1, we have MR(d ) ≤ 1 using Proposition 6.4.9.
c) ⇒ a): Let x be a non-algebraic element of ϕ(C). By Lemma C.1.11

we have to show the following: for all elements a, b and sets B in ϕ(C)
with MR(ab/x) = 2 and MR(ab/Bx) = 1, there is some c ∈ acl(Bx) such
that MR(ab/cx) = 1. We may assume that a �∈ acl(Bx). Consider the
imaginary element d = Cb(ab/Bx). Since d is contained in acleq(Bx), a
is not algebraic over d . Also, since x �∈ acl(ab) and d is algebraic over
ab by assumption, x is not algebraic over d . So a and x have the same
type over d and we can find an element c such that xc and ab have the
same type over d . Since b ∈ acl(ad ) and d ∈ acleq(ab) this implies c ∈



10.4. Hrushovski’s examples 175

acl(xd ) ⊆ acl(Bx) and d ∈ acleq(xc). So we have MR(ab/cx) = 1 as
required. �
By a theorem of Zilber any �-categorical strongly minimal theory is locally

modular (see [64]). On the other hand (see Exercise 4.3.1) we have the
following, which holds more generally for stable theories, see [43].

Proposition 10.3.6. A totally transcendental theory T which contains an
infinite definable field is not 1-based.

Proof. Let K be an infinite definable set with a definable field structure.
We may assume that everything is definable over the empty set. Let α be the
Morley rank ofK . We call an element x ofK generic if MR(x) = α. We note
first that if p = (x, y) is an element of the line ga,b = {(x, y) | ax + b = y}
which is not algebraic over a, b, then a, b ∈ dcl Cb(p/a, b). This follows from
the fact that two lines intersect in at most one point. So it is enough to find
such p and ga,b with (a, b) not algebraic over p.
For this we choose four independent generic elements a, b, a′, b′ and let p =
(x, y) be the intersection of ga,b and ga′,b′ . Since x and b′ are interdefinable
over a, b, a′, we can conclude that x, a, b, a′ are generic and independent. So
p is not algebraic over a, b. Since y and b are interdefinable over x, a we
have that x, y, a, a′ are generic and independent. This implies that a, b is not
algebraic over p. �
The converse of the previous proposition for strongly minimal theories was
known as Zilber’s Conjecture. This Conjecture, namely that for any non-
locally modular strongly minimal theory T an infinite field is definable in T eq,
was refuted by Hrushovski in [28]. A variant of his construction of a new
strongly minimal set will be given in the next section. However, Hrushovski
and Zilber proved in their fundamental work [30] that the Conjecture holds
for so-called Zariski structures.

10.4. Hrushovski’s examples

To end, we present a modification of Hrushovski’s ab initio example of a
new stronglyminimal set [28]. This counterexample to Zilber’s Conjecture has
been the starting point of a whole new industry constructing new uncountably
categorical groups [7], fields [6], [8], and geometries [5], [58]. The dimen-
sion function defined below also reappears in Zilber’s work around Shanuel’s
Conjecture [65].
Following Baldwin [5] (see also [58]), we construct an almost strongly
minimal projective plane as a modified Fraı̈ssé limit: instead of considering
structureswith all their substructureswe restrict the amalgamation to so-called
strong substructures and embeddings. This will allow us to keep control over
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the algebraic closure of sets so that the resulting structure is uncountably
categorical.
Recall that a projective plane is a point-line geometry such that any two lines
meet in a unique point, any two points determine a unique line through them
and there are four points no three of which are collinear. For convenience, we
consider a projective plane as a bipartite graph whose vertices are the points
and lines of the projective plane and in which the incidence between a point
and a line is represented by an edge, making this graph naturally bipartite. In
these terms a projective plane is a bipartite graph with the property that the
distance between any two vertices is at most 3, the smallest cycles in the graph
have length 6, and any element has at least 3 neighbours.
We fix a language L = {P,E} for bipartite graphs where P is a predicate
denoting the colouring andE denotes the edges. For a finite graphA, let e(A)
denote the number of edges in A and |A| the number of vertices. We define
�(A) = 2|A| − e(A) and put �(A/B) = �(AB) − �(B). Then � satisfies the
submodular law of dimension functions for pregeometries (see page 207):

�(AB) + �(A ∩ B) ≤ �(A) + �(B)
or equivalently

�(A/B) ≤ �(A/A ∩ B).
We call a finite set B ⊆ M strong inM , B ≤ M , if �(A/B) ≥ 0 for all finite
A ⊆M . It follows easily from submodularity that this is a transitive relation,
see Exercise 10.4.1.
Let K be the class of graphsM , bipartite with respect to P, not containing

any 4-cycles, and such that �(A) ≥ 4 for any finite subgraph A of M with
|A| ≥ 3. Note that this implies �(A) ≥ 2 for all finiteA ∈ K. Any finite subset
A ofM is contained in a finite strong subset F ofM : we can choose F to be
any finite extension of A with �(F ) minimal.
Given graphs A ⊆ M,N we denote by M ⊗A N the trivial amalgamation

ofM andN over A, obtained as the graph whose set of vertices is the disjoint
union (M \ A) ∪ (N \ A) ∪ A with incidence and predicate P induced by B
and C .

Lemma 10.4.1. If A ≤ N and �(F ) ≥ 4 for all finite subgraphs F ofM and
N with |F | ≥ 3, the same is true forM ⊗A N . IfM is finite, thenM is strong
inM ⊗A N .
Proof. This follows from the fact that every finite F ⊆ M ⊗A N has the

form M ′ ⊗A′ N ′ where M,A′, N ′ are the intersection of F with M,A,N
respectively, and from the formula �(F ) = �(M ′) + �(N ′/A′). �

Definition 10.4.2. We call a proper strong extension F over A minimal if
it cannot be split into two proper strong extensions A ≤ C ≤ F . We call a
minimal extension i-minimal if �(F/A) = i . We use this terminology also for
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pairs (A,B) of disjoint sets, which we call i-minimal – or we say that B is
i-minimal over A – if AB is an i-minimal extension of A. A 0-minimal pair
(A,B) is called a simple pair ifB is not 0-minimal over any proper subset ofA.

The following is easy to see.

Remark 10.4.3. Let B be 0-minimal over A and A0 the set of elements
of A which are connected to an element of B . Then (A0, B) is simple and
A ∪ B = A⊗A0 A0B .

Lemma 10.4.4. A proper strong extension A ≤ F is minimal if and only if
�(C/A) > �(F/A) for all C properly between A and F .
Proof. Let C be a set properly between A and F with c = �(C/A) ≤
�(F/A) minimal. Then F is a strong extension of C . �
Corollary 10.4.5. A minimal extension F of A is i-minimal for i = 0, 1 or
2. The 1-minimal and 2-minimal extensions are of the form F = A∪ {b} where
b is connected to at most one element of A.
Proof. Let F be an i-minimal extension of A. Assume that B = F \A has
more than one element and i > 0. Since �(b/A) ≤ 2 for any b ∈ B , by the
previous lemma we must have i = 1 and no element of B is connected with A.
Thus 1 = �(B), which is impossible for B ∈ K. �
We next fix a function � from simple pairs (A,B) into the natural numbers
satisfying the following properties:

1. �(A,B) depends only on the isomorphism type of (A,B).
2. �(A,B) ≥ �(A).
We will be only interested in simple pairs (A,B) whereAB belongs toK. Note
that this implies A �= ∅ and hence �(A,B) ≥ 1.
For any graphN and any simple pair (A,B)withA ⊆ N wedefine�N (A,B)

to be the maximal number of pairwise disjoint graphs B ′ ⊆ N such that B
and B ′ are isomorphic over A.
Let now K� be the subclass of K consisting of those N ∈ K satisfying
�N (A,B) ≤ �(A,B) for every simple pair (A,B) with A ⊆ N . Clearly K�
depends only on the values �(A,B), where AB belongs to K.
Lemma 10.4.6. Let N ∈ K� contain two finite subgraphs A ≤ F . If

�(F/A) = 0, then N contains only finitely many copies of F over A.
Proof. It suffices to consider the case that F = A ∪ B for B simple over

A. Assume that B has infinitely many copies over A in N . Consider a
finite extension C of A which is strong in N . There is a copy of B which
is not contained in C . It follows from minimality that B is disjoint from
C . So we can construct an infinite sequence of disjoint copies, contradicting
�N (A,B) ≤ �(A,B). �
We need the following lemma:
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Lemma 10.4.7. LetM be inK�,A a finite subgraph ofM and (A,B) a simple
pair. If N = M ⊗A AB /∈ K� is witnessed by �N (A′, B ′) > �(A′, B ′), there
are two possibilities for (A′, B ′):

1. A′ = A and B ′ is an isomorphic copy of B over A.
2. a) A′ is contained in A ∪ B , but not a subset of A.
b) B contains an isomorphic copy of B ′ over A′.

Proof. First consider the case A′ ⊆M . SinceM ∈ K� there is some copy
B ′′ of B ′ over A′ which intersects B . If B ′′ �⊆ B , then A′ ≤ A′ ∪ (M ∩ B ′′) ≤
A′ ∪ B ′′ contradicting the minimality of B ′′ over A′. So B ′′ ⊆ B . Since
(A′, B ′′) is simple, every element of A′ is connected with some element of B ′′

and soA′must be a subset ofA. IfB ′′ were a proper subset ofB , 0-minimality
of (A,B) would imply that 0 < �(B ′′/A) ≤ �(B ′′/A′) which is not possible.
So B ′′ = B , which implies A = A′ by simplicity of (A,B).
Next consider the case A′ �⊆ M , so A′ ∩ B �= ∅. Then since B ′ is simple

over A′, no copy of B ′ over A′ is contained inM \A. Now suppose that there
are k disjoint copies B ′

1, . . . , B
′
k of B

′ over A′ contained in M and that the
disjoint copiesB ′

k+1, . . . , B
′
k+l intersect bothM andB . Since eachB

′
i contains

vertices which are connected to vertices of A′ ∩B , it follows immediately that
�(A′/M ) ≤ �(A′/M ∩ A′) − k ≤ �(A′) − k. Note that �(M ∪ A′) ≤ �(A′)
sinceM ∪ A′ is strong in A′.
Since the B ′

i are 0-minimal over A
′, we have for each i = k + 1, . . . , k + l :

�
(
B ′
i /M ∪ A′ ∪ B ′

k+1 ∪ · · · ∪ B ′
i−1
)
< 0.

This implies

�
( k+l⋃
i=k+1

B ′
i /M ∪ A′

)
≤ −l.

Hence

0 ≤ �
( k+l⋃
i=k+1

B ′
i ∪ A′/M

)
≤ �(A′/M )− l ≤ �(A′)− (k + l).

Thus at most �(A′) many disjoint copies of B ′ over A′ are not contained in B ,
leaving at least one copy of B ′ over A′ inside B . Since each element of A′ is
connected to some element of this copy, we see that A must be contained in
A ∪ B , finishing the proof. �
As in Section 4.4 we say thatM ∈ K� isK�-saturated if for all finiteA ≤M

and strong extensions C of A with C ∈ K� there is a strong embedding of
C intoM fixing A elementwise. Since the empty graph belongs to K� and is
strongly embedded in every A ∈ K�, this implies that every finite A ∈ K� is
strongly embeddable inM .
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Theorem 10.4.8. The class Kfin� of finite elements of K� is closed under sub-
structures, and has the joint embedding and the amalgamation property with
respect to strong embeddings. There exists a countable K�-saturated structure
M�, which is unique up to isomorphism. This structureM� is a projective plane
with infinitely many points per line and infinitely lines through any point.

Proof. Clearly, Kfin� is closed under substructures. We will show that Kfin�
has the joint embedding and the amalgamation property with respect to strong
embeddings. Then exactly as in the proof of Theorem 4.4.4 we obtain a
countable K�-saturated structure M�, which is unique up to isomorphism.
In particular, in M� any partial isomorphism f : A → A′ with A,A′ ≤ M�
extends to an automorphism ofM�. Since the empty graph is inK� and strong
in A ∈ K�, it suffices to prove the amalgamation property. Let C0, C1, C2 ∈
Kfin� , C0 ≤ C1, C2. We have to find some D ∈ Kfin� which contains C1 and C2
as strong subgraphs. We prove the amalgamation property by induction on
the cardinality of C2 \ C0.
Case 1: C2 is not a minimal extension of C0. Then there is a set C ′

2 ≤ C2
which lies properly between C0 and C2. By the induction hypothesis we may
amalgamate C1 with C ′

2 over C0 to get D
′, and then amalgamate D′ with C2

over C ′
2 to obtain D.

Case 2: C2 is a minimal extension of C0. We will show that either D =
C1 ⊗C0 C1 belongs to K� or C1 strongly contains a copy of C2 over C0.
By Corollary 10.4.5 there are three cases:
Case 2.i): C2 is a 0-minimal extension of C0. We assume D = C1 ⊗C0 C2 �∈

K� and show that C2 contains a copy of C ′
2 of C2. Since �(C

′
2/C0) = 0 this

then implies that C ′
2 is strong in C1.

That D �∈ K� can have two reasons. First there might be a 4-cycle in D.
This cycle must consist of a0, a′0 in C0, b1 ∈ C1 \ C0 and b2 ∈ C2 \ C0 such
that b1 and b2 are connected with both a0 and a′0. But then minimality implies
that C2 = C0 ∪ {b2} and C0 ∪ {b1} is a copy of C2 over C0. Note that b1 and
b2 must have the same colour.
The second reason might be that �D(A′, B ′) > �(A′, B ′) for a simple
pair (A′, B ′). Let A be the set of elements in C0 which are connected to
a vertex in B = C2 \ C0. Then (A,B) is a simple pair and we have D =
C1 ⊗A AB . We can now apply Lemma 10.4.7. The second case of the
Lemma cannot occur since then every copy B ′′ of B ′ over A′ in D must
intersect C2 and, since C2 is strong in D2, must be contained in C2. This
would imply that �C2 (A′, B ′) = �D(A′, B ′). So the first case applies and
we have A′ = A and B ′ is a copy of B over A. All other copies B ′′ of
B over A are contained in C1 by simplicity. Since B ′′ is minimal over A,
either B ′′ must be a subset of C0 or a subset of C1 ⊆ C0. Since C2 is in K�,
there is a B ′′ contained in C2 \ C0. Then C0 ∪ B ′′ is over C0 isomorphic to
C1 = C0 ⊗A AB .
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Case 2.ii): C2 is a 1–minimal extension of C0. Then C2 = C0 ∪ {b} and
b is connected with a single a ∈ C0. We show that D = C1 ⊗C0 C2 is in K�.
Clearly, D does not contain more cycles than C1. So consider a simple pair
(A,B) in D. Since A ≤ B and �(B/A) = 0, b cannot be contained in B . If
b ∈ A, then 1 = �D(A,B) ≤ �(A,B) as b is connected to a unique element
of D. So we have D ∈ K�.
Case 2.iii): C2 is a 2-minimal extension of C0. Then C2 = C0 ∪ {b} where
b is not connected with C0. The same argument as in the last case shows that
D = C1 ⊗C0 C2 is in K�.
Using the fact that any partial isomorphism f : A → A′ with A,A′ ≤ M�

extends to an automorphism of M� it is easy to see that M� is a projective
plane: since any two vertices of the same colour form a strong substructure
ofM�, for any two pairs of such vertices with the same colouring there is an
automorphism taking one pair to the other. Since there are pairs of vertices
of the same partition at distance 2 in the graph, the same is true for any such
pair. Thus any two points lie on a common line and any two lines intersect in a
point. Uniqueness is immediate since there are no 4-cycles. Similarly, for any
n ∈ � the graph consisting of a vertex x0 and neighbours x1, . . . xn of x0 (in
either colouring) lies in K� and is a strong extension of x0. It follows that in
M� every vertex has infinitely many neighbours. Translated into the language
of point-line geometries this says that there are infinitely many points per line
and infinitely many lines through any point. This of course already implies
the existence of four points in M� no three of which are collinear. But this
also follows from the fact that the corresponding graph, an 8-cycle of pairwise
distinct elements is contained in K�. �
We now turn to the model-theoretic properties ofM�.

Theorem 10.4.9. Let T� be the theory (in the language of bipartite graphs)
axiomatising the class of modelsM such that:

1. Every vertex ofM has infinitely many neighbours.
2. M ∈ K�;
3. M ⊗A AB �∈ K� for each simple pair (A,B) with A ⊆M .
Then T� = Th(M�).

Proof. Note first that this forms an elementary class whose theory T� is
contained in Th(M�): clearly, Part 1 is a first-order property, which holds
in M� by Theorem 10.4.8. For each simple pair (A,B) we can express that
�M (A,B) ≤ �(A,B), so Part 2 is first-order expressible and holds in M�
by construction. For Part 3 notice that if D = M ⊗A AB /∈ K�, then
by Lemma 10.4.7 to express the existence of a simple pair (A′, B ′) with
�D(A′, B ′) > �(A′, B ′) one can restrict to pairs which are contained inA∪B .
So this can be expressed in a first-order way. To see that this is true in M�
we argue as follows. Assume D ∈ K�. Then for every finite C ≤ M� which
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contains A, the graph C ≤ C ⊗A AB belongs to K� and so M� contains a
copy of B over C . So we can construct inM� an infinite sequence of disjoint
copies of B over A. This is not possible.
LetM be amodel ofT�. We have to show thatM is elementarily equivalent
toM�. Choose an�-saturatedM ′ ≡M . By (one direction of) the next claim
M ′ is K�-saturated. As in Exercise 4.4.1M ′ andM� are partially isomorphic
and therefore elementarily equivalent.
Claim. The structure M is an �-saturated model of T� if and only if it is

K�-saturated.
Proof of Claim. Let M |= T� be �-saturated. To show that M is K�-

saturated, let A ≤M and A ≤ F ∈ Kfin� . By induction we may assume that F
is a minimal extension of A. There are three cases:
Case 1: F is a 0-minimal extension of A. By condition 3M ⊗A F does not

belong to K�. Then by Claim 2 of the proof of Theorem 10.4.8M contains a
strong copy of F over A.
Case 2: F is a 1-minimal extension of A. Then F = A ∪ {b} where b is

connected to exactly one vertex a ∈ A. Since a is connected to infinitely many
b′ ∈M , there is such a b′ that is not algebraic over A. Then F ′ = A ∪ {b′} is
isomorphic to F and strong inM , since by Lemma 10.4.6 F ′ is not contained
in any C ⊆M with �(C/A) = 0.
Case 3: F is a 2-minimal extension of A. Then F = A ∪ {b} where b
is not connected to A. By the previous case there are b′ and b′′ such that
A ≤ A ∪ {b′} ≤ A ∪ {b′, b′′} ≤ M , b′ is connected with exactly one vertex
from A and b′′ is connected with b′ but not with A. Then F ′ = A ∪ {b′′} is
isomorphic to F and F ≤ A ∪ {b′, b′′} implies F ′ ≤M .
Conversely, supposeM isK�-saturated. SinceM is partially isomorphic to
M�, it is a model of T�. Choose an �-saturatedM ′ ≡M . Then by the above
M ′ is K�-saturated. So M ′ and M are partially isomorphic, which implies
thatM is �-saturated by Exercise 4.3.13. �

Definition 10.4.10 (Coordinatisation). Let Π = (P ,L, I) be a projective
plane, let � ∈ L be a line and let a1, a2, a3 ∈ P be non-collinear points outside
�. Let D� denote the set of points on �. Then every element of Π is in the
definable closure ofD�∪{a1, a2, a3}: if the pointx ∈ P lies for example, not on
the line (a1, a2), let x1 and x2, respectively, denote the intersections of the lines
(x, a1) and (x, a2) with �. Then x ∈ dcl(a1, a2, x1, x2). A similar argument
shows that also every line is definable from a1, a2, a3 and two elements of �.
This process is called coordinatisation.

Let cl(B) = clM (B) be the smallest strong subgraph of M containing B
(see Exercise 10.4.1). We also define

d (A) = min{�(B) | A ⊆ B ⊆M} = �(cl(A)).
Similarly, we put d (A/B) = d (AB)− d (B).
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We will show that for any vertex a ∈ M� the set Da of neighbours of a is
strongly minimal. To this end we start with the following easy lemma.

Lemma 10.4.11. Let M and M ′ be models of T�. Then tuples a ∈ M and
a′ ∈ M ′ have the same type if and only if the map a  → a′ extends to an
isomorphism of cl(a) to cl(a′). In particular, d (a) depends only on the type
of a. �
Lemma 10.4.12. LetM be a model of T� and A a finite subset ofM . Then a
is algebraic over A if and only if d (a/A) = 0.

Proof. Clearly cl(A) is algebraic over A. If d (a/A) = 0, there is an
extension B of cl(A) with �(B/ cl(A)) = 0. By Lemma 10.4.6 B is algebraic
over cl(A).
For the converse we may assume thatM is �-saturated. If d (a/A) > 0, we
decompose the extension cl(A) ≤ cl(Aa) into a series of minimal extensions
cl(A) = F0 ≤ · · · ≤ Fn = cl(Aa). One extension Fk ≤ Fk+1 must be i-
minimal for i = 1, 2. By the proof of Theorem 10.4.9, Fk+1 has infinitely
many conjugates over Fk . So cl(Aa) and therefore also a are not algebraic
over A. �
Proposition 10.4.13. For any modelM of T� and any a ∈M , the set Da is

strongly minimal.

Proof. Let A be a strong finite subset ofM which contains a and let b be
an element of Da . Then d (b/A) is 0 or 1. If d (b/A) = 0, then b is algebraic
over A by the previous lemma. If d (b/A) = 1, then a is the only element
of A connected with b. Thus Ab is also strong inM . So by Lemma 10.4.11
the type of b over A is uniquely determined. The claim now follows from
Lemma 5.7.3. �
Together with coordinatisation, the strong minimality of Da now implies

that T� is almost strongly minimal.

Theorem 10.4.14. The theoryT� is almost strongly minimal, not 1-based and
of Morley rank 2. For finite sets A,F we haveMR(F/A) = d (F/A).

Proof. By coordinatisation there is a line a and finite set A of parameters
such that every element is definable from A and two points ofDa . SinceDa is
strongly minimal, this implies that every element has rank at most 2.
To see that T� is not 1-based, let � be a line ofM . Since {�, p} is a strong

subset, the type of (�, p) is uniquely determined. It follows that p is not
algebraic over �, which implies � ∈ Cb(p/�). Also � is not algebraic over p,
which implies that T� is not 1-based.
To compute theMorley rank ofF overAwemay assume thatA ≤ F ≤M�.

By Proposition 6.4.9 (see also Exercise 6.4.2) we know that Morley rank is
additive in T�. This shows that we may assume that F is a minimal exten-
sion of A. If �(F/A) = 0, F is algebraic over A by Lemma 10.4.12. If
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�(F/A) = 1, we have F = A ∪ {b}, where b is connected with some ele-
ment of a ∈ A. Then MR(F/A) = 1 by the proof of Proposition 10.4.13.
If �(F/A) = 2, the proof of Theorem 10.4.9 shows that F has a 0-minimal
extension F ′ which can be reached from A by two 1-minimal extensions. So
MR(F/A) = MR(F ′/A) = 2. �
To show that this indeed yields a counterexample to Zilber’s Conjecture, we
finish by showing that

Proposition 10.4.15. There is no infinite group definable in T eq� .

Proof. Assume that there is group G of Morley rank n is definable in T eq� .
To simplify notation we assume that G is definable without parameters. We
apply now Exercise 8.5.9 to obtain a group configuration:

a1 a3

b1

b2

b3

a2






 �

�
�






 �

�
�

�
�
�� 




��

The ai and bi haveMorley rank n; each element of a triple forming a line in the
diagram is algebraic over the two other elements of this triple; any three non-
collinear elements are independent. We will show that such a configuration
cannot exist.
Choose finite closed sets Ai and Bi in M such that ai ∈ dcleq(Ai) and
bi ∈ dcleq(Bi). We may assume that Ai is independent over ai from the
rest of the diagram and similarly for Bi . We may also assume that all ranks
MR(Ai/ai), MR(Bj/bj) are the same, say k.
By additivity of Morley rank (Proposition 6.4.9; see also Exercise 6.4.2) we
have then that the Morley rank of all six points A1 . . . B3 together is 3n + 6k.
Consider the four “lines” E0 = cl(A1, B1, A2), E1 = cl(A2, B3, A3), E2 =
cl(A1, B2, B3) and E3 = cl(B1, B2, A3) corresponding to the four lines of the
configuration. Since the union E of the Ei has Morley rank 3n+6k, we have
�(E) ≥ 3n + 6k. On the other hand, we can bound �(E) by the inequality
of Exercise 10.4.2. First we note that �(Ei) = 2n + 3k. Then for different
i, j we have �(Ei ∩ Ej) = n + k, since we have e.g., A2 ⊆ E1 ∩ E2 ⊆ acl(A2).
Similarly the intersection of three of the Ei is contained in acl(∅) = ∅. We
then have

�(E) ≤ 4(2n + 3k)− 6(n + k) = 2n + 6k,

which is only possible if n = 0, so G is finite. �
We now have the promised counterexample to Zilber’s Conjecture.
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Corollary 10.4.16. Let Ta be the induced theory of T� on the strongly
minimal set Da (after adding the parameter a to the language). Then Ta is
strongly minimal, not locally modular and does not interpret an infinite field.
Proof. By Corollary 10.3.4 since T� is almost strongly minimal over Da

and not 1-based, the strongly minimal setDa itself cannot be locally modular.
Hence the induced theory Ta is strongly minimal and not 1-based. If Ta did
interpret an infinite field, then so would T�, which it doesn’t. �

Exercise 10.4.1. Let A and B be finite subgraphs ofM andN an arbitrary
subgraph. Prove:

A ≤M ⇒ A ∩N ≤ N
A ≤ B ≤M ⇒ A ≤M
A,B ≤M ⇒ A ∩ B ≤M.

Assume that �(B) ≥ 0 for all B ⊆ M . Then for each A there is a smallest
finite subgraph cl(A) which contains A and is strong inM .

Exercise 10.4.2. Prove the following generalisation of the submodular law:

�(A1 ∪ · · · ∪ Ak) ≤
∑

∅�=Δ⊆{1,...,k}
(−1)|Δ| �

(⋂
i∈Δ
Ai

)
.

Exercise 10.4.3. Show that for any a ∈ Aut(M�) acts 2-transitively onDa :
for any two pairs of elements x1 �= x2 and y1 �= y2 in Da , there is some
g ∈ Aut(B�) such that g(x1) = y1 and g(x2) = y2.

The following exercise shows directly that T� is not �-categorical.

Exercise 10.4.4. Let M = M�, and let A = {x0, . . . , x12} be a 12-cycle
of pairwise different elements in M . (Such a set exists in every projec-
tive plane.) Show that acl(A) is infinite. (Hint: For any k ≥ 3, a 2k-cycle
(x0, x1, . . . , x2k−1, x2k = x0) is a 0-minimal extension of A if every xi has a unique
neighbour in A. Show that such an extension of A is in K� by noting that for any
simple pair (C,D) any element of D has at least 2 neighbours in D.)



Appendix A

SET THEORY

In this appendix we collect some facts from set theory presented from the
naive point of view and refer the reader to [31] for more details. In order to
talk about classes as well as sets we begin with a brief axiomatic treatment.

A.1. Sets and classes

Inmodernmathematics, the underlying axioms aremostly taken to be ZFC,
i.e., the Zermelo–Fraenkel axioms (ZF) including the axiom of choice (AC)
(see e.g., [31, p. 3]). For themonstermodel wemaywork in Bernays–Gödel set
theory (BG) which is formulated in a two-sorted language, one type of objects
being sets and the other type of objects being classes, with the element-relation
defined between sets and sets and between sets and classes only. Since the
axioms are less commonly known, we give them here following [31, p. 70]. We
use lower case letters as variables for sets and capital letters for classes. BG
has the following axioms.

1. (a) Extensionality: Sets containing the same elements are equal.
(b) Empty set: The empty set exists.
(c) Pairing: For any sets a and b, {a, b} is a set. This means that there
is a set which has exactly the elements a and b.

(d) Union: For every set a, the union
⋃
a = {z|∃y z ∈ y ∈ a} is a set.

(e) Power Set: For every set a, the power set P(a) = {y|y ⊆ a} is a
set.

(f) Infinity: There is an infinite set. This can be expressed by saying
that there is a set which contains the empty set and is closed under
the successor operation x ∪ {x}.

2. (a) Class extensionality: Classes containing the same elements are
equal.

(b) Comprehension: If ϕ(x, y1, . . . , ym, Y1, . . . , Yn) is a formula in
which only set-variables are quantified, and if b1, . . . , bm, B1, . . . , Bn
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are sets and classes, respectively, then

{x|ϕ(x, b1, . . . , bm, B1, . . . , Bn)}

is a class.
(c) Replacement: If a class F is a function, i.e., if for every set b there
is a unique set c = F (b) such that (b, c) = {{b}, {b, c}} belongs to
F , then for every set a the image {F (z)|z ∈ a} is a set.

3. Regularity: Every nonempty set has an ∈-minimal element.
For BGC we add:

5. Global Choice: There is a function F such that F (a) ∈ a for every
nonempty set a.

The set-part of a model of BG is a model of ZF. Conversely, a model
M of ZF becomes a model of BG by taking the definable subsets of M
as classes. This shows that BG is a conservative extension of ZF: any set-
theoretical statement provable in BG is also provable in ZF. Similarly, BGC
is a conservative extension of ZFC, see [20]. For a historical discussion see
also [9].

A.2. Ordinals

Definition A.2.1. Awell-ordering of a classX is a linear ordering ofX such
that any non-empty subclass ofX contains a smallest element or, equivalently,
such that X does not contain infinite properly descending chains. If X is a
proper class rather than a set, we also ask that for all x ∈ X the set {y|y < x}
of predecessors is a set.

The well-ordering of X is equivalent the following principle of transfinite
induction.

Let E be a subclass of X . Assume that whenever all elements less
than x are in E , then x itself belongs to E . Then E = X .

Well-orderings can be used to define functions by recursion.

Theorem A.2.2 (Recursion Theorem). LetG be a functionwhich takes func-
tions defined on proper initial segments of a well-ordered set X as arguments.
Then there is a unique function F defined on X satisfying the recursion for-
mula

F (x) = G
(
F � {y|y < x})

Proof. It is easy to see by induction that for all x there is a unique function
fx defined on {y|y ≤ x} and satisfying the recursion formula for all x′ ≤ x.
Put F =

⋃
x∈X fx . �
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Definition A.2.3 (v. Neumann). An ordinal is a well-ordered set in which
every element equals its set of predecessors.

Note that the well-ordering of an ordinal is given by ∈, so we can identify an
ordinal with its set of elements. We denote the class of all ordinals by On.
Elements of ordinals are again ordinals, so we have

α = {� ∈ On|� < α}.

Proposition A.2.4. 1. Every well-ordered set (x,<) is isomorphic to a
unique ordinal α.

2. On is a proper class, well-ordered by ∈.
We call α = otp(x,<) the order type of (x,<). For ordinals we write α < �
for α ∈ �
Proof. 1) Define F on x recursively by F (y) = {F (z)|z < y}. The image
of F is an ordinal which is isomorphic to (x,<) via F . Note that F is the only
possible isomorphism between (x,<) and an ordinal.
2) Consider two different ordinals α and � . We have to show that either

α ∈ � or � ∈ α. If not, x = α ∩ � would be a proper initial segment of α and
� and therefore itself an element of α and � , which is impossible. The class
On is proper because otherwise it would itself be an ordinal. �
The proof shows also that every well-ordered proper class is isomorphic to
On.
For any ordinal α its successor is defined as α ∪ {α}: it is the smallest
ordinal greater than α. Starting from the smallest ordinal 0 = ∅, its successor
is 1 = {0}; then 2 = {0, 1} and so on, yielding the natural numbers. The order
type of the natural numbers is denoted by � = {0, 1, . . . }; the next ordinal is
� + 1 = {0, 1, . . . , �}, et cetera.
By definition, a successor ordinal � contains a maximal element α (so � is
the successor of α) and we write � = α + 1. For natural numbers n, we put

α + n = α + 1 + · · ·+ 1︸ ︷︷ ︸
n times

.

Ordinals greater than 0 which are not successor ordinals are called limit or-
dinals. Whenever {αi |i ∈ I } is a non-empty set of ordinals without biggest
element, supi∈I αi is a limit ordinal. Any ordinal can be uniquely written as


+ n,

with 
 = 0 or a limit ordinal.
We finish with a quick proof of the Well-ordering Theorem, which like
Zorn’s Lemma (see below) is equivalent to the Axiom of Choice, see [31, 5.1].

Proposition A.2.5 (Well-ordering Theorem). Every set has a well-ordering.
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Proof. Let a be a set. Fix a set b which does not belong to a and define a
function F : On→ a ∪ {b} by the following recursion:

F (α) =

{
some element in a \ {F (�)|� < α} if this set is not empty.
b otherwise.

Then � = {α|F (α) �= b} is an ordinal and F defines a bijection between �
and a. �
Zorn’s Lemma states that every partially ordered set in which every ordered
subset has an upper bound contains a maximal element. We omit its proof.

A.3. Cardinals

Two sets are said to have the same cardinality if there is a bijection between
them. By the well-ordering theorem any set x has the same cardinality as
some ordinal. We call the smallest such ordinal the cardinality |x| of x.
Ordinals occurring in this way are called cardinals. They are characterised
by the property that all smaller ordinals have smaller cardinality. All natural
numbers and � are cardinals. The cardinality of a finite set is a natural
number, a set of cardinality � is called countable.
Proposition A.3.1. The class of all cardinals is a closed and unbounded
subclass of On.
Proof. Being closed in On means that the supremum supi∈I κi of a set of
cardinals is again a cardinal. This is easy to check. For the second part assume
that there is a largest cardinal κ. Then every ordinal above κ would be the
order type of a suitable well-ordering of κ. Since the well-orderings on κ form
a set this would imply that On is a set. �
The isomorphism between On and the class of all infinite cardinals is de-
noted by α  → ℵα , which can be recursively defined by

ℵα =

⎧⎪⎨⎪⎩
� if α = 0
ℵ+� if α = � + 1

sup�<α ℵ� if α is a limit ordinal

where κ+ denotes the smallest cardinal greater than κ, the successor cardinal
of κ. Positive cardinals which are not successor cardinals are limit cardinals.
Sums, products, and powers of cardinals are defined by disjoint union,
Cartesian power and sets of maps, respectively. Thus

|x|+ |y| = |x ∪ y| (A.1)

|x| · |y| = |x × y| (A.2)

|x||y| = |yx| (A.3)
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where we assume in (A.1) that x and y are disjoint. In (A.3), the set yx
denotes the set of all functions from y to x.
It is easy to see that these operations satisfy the same rules as the corre-
sponding operations on the natural numbers, e.g.,

(
κ

)�
= κ
·�. The fol-

lowing theorem shows that addition and multiplication are actually trivial for
infinite cardinals.

Theorem A.3.2 (Cantor’s Theorem). 1. If κ is infinite, then κ · κ = κ.
2. 2κ > κ. �
Proof. The proof of Part 2 is a generalisation of the well-known proof that

there are uncountably many reals: if (fα)α<κ is a sequence of functions from
κ to 2, find a function g : κ → 2 such that g(α) �= fα(α) for all α < κ. We
will prove Part 1 in Lemma A.3.7 below. �
Corollary A.3.3. 1. If 
 is infinite, then κ + 
 = max(κ, 
).
2. If κ > 0 and 
 are infinite, then κ · 
 = max(κ, 
).
3. If κ is infinite, then κκ = 2κ.

Proof. Let � = max(κ, 
). Then � ≤ κ + 
 ≤ �+ � ≤ 2 · � ≤ � · � = �,
and if κ > 0, then � ≤ κ · 
 ≤ � · � = �.
Finally,

2κ ≤ κκ ≤ (2κ)κ = 2κ·κ = 2κ. �

Corollary A.3.4. The set
<�x =

⋃
n<�

nx

of all finite sequences of elements of a non-empty set x has cardinality
max(|x|,ℵ0).
Note that with this notation <�2 is the set of finite sequences in 0 and 1.

Proof. Let κ be the cardinality of all finite sequences in x. Clearly, |x| ≤ κ
and ℵ0 ≤ κ. On the other hand

κ =
∑
n∈N

|x|n ≤
(
sup
n∈N

|x|n
)
· ℵ0 = max(|x|,ℵ0),

because

sup
n∈N

|x|n =

⎧⎪⎨⎪⎩
1, if |x| = 1
ℵ0, if 2 ≤ |x| ≤ ℵ0
|x|, if ℵ0 ≤ |x|. �

The Continuum Hypothesis (CH) states that there is no cardinal strictly
between � and the cardinality of the continuum R, i.e.,

ℵ1 = 2ℵ0 .
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The Generalised Continuum Hypothesis (GCH) states more generally that

κ+ = 2κ for all infinite κ.

Both CH and GCH are independent of ZFC (assuming these axioms are
consistent, see e.g., [31] 14.32).
For every cardinal � the beth function is defined as

�α(�) =

⎧⎪⎨⎪⎩
�, if α = 0,
2�� (�), if α = � + 1,
sup�<α ��(�), if α is a limit ordinal.

For any linear order (X,<) we can easily construct a well-ordered cofinal
subset, i.e., a subset Y such that for any x ∈ X there is some y ∈ Y with
x ≤ y.

Definition A.3.5. The cofinality cf(X ) is the smallest order type of a well
ordered cofinal subset of X .

It is easy to see that cf(X ) is a regular cardinal where an infinite cardinal κ is
regular if cf(κ) = κ. Successor cardinals and � are regular. The existence of
weakly inaccessible cardinals, i.e., uncountable regular limit cardinals, cannot
be proven in ZFC.
The following is a generalisation of Theorem A.3.2(2), and has a similar
proof, see [31, 3.11].
Theorem A.3.6. If κ is an infinite cardinal, we have κcf(κ) > κ.
We conclude this section with a lemma which implies Theorem A.3.2(1).
Lemma A.3.7 (The Gödel well-ordering, see [31, 3.5]). There is a bijection

On→ On×On which induces a bijection κ → κ×κ for all infinite cardinals κ.
Proof. Define

(α, �) < (α′, � ′) ⇔
(
max(α, �), α, �

)
<lex

(
max(α′, � ′), α′, � ′

)
where <lex is the lexicographical ordering on triples. Since this is a well-
ordering, there is a unique order-preserving bijection � : On×On→ On. We
show by induction that � maps κ×κ to κ for every infinite cardinal κ, which in
turn implies κ ·κ = κ. Since the image of κ×κ is an initial segment, it suffices
to show that the set Xα,� of predecessors of (α, �) has smaller cardinality
than κ for every α, � < κ. We note first that Xα,� is contained in � × � with
� = max(α, �) + 1. Since κ is infinite, we have that the cardinality of � is
smaller than κ. Hence by induction |Xα,� | ≤ |�| · |�| < κ. �
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FIELDS

B.1. Ordered fields

Let R be an integral domain. A linear < ordering on R is compatible with
the ring structure if for all x, y, z ∈ R

x < y → x + z < y + z
x < y ∧ 0 < z → xz < yz.

A field (K,<) together with a compatible ordering is an ordered field.
Lemma B.1.1. Let R be an integral domain and < a compatible ordering of
R. Then the ordering < can be uniquely extended to an ordering of the quotient
field of R.
Proof. Put ab > 0⇔ ab > 0. �
It is easy to see that in an ordered field sums of squares can never be
negative. In particular, 1, 2, . . . are always positive and so the characteristic
of an ordered field is 0. A fieldK in which−1 is not a sum of squares is called
formally real.
Lemma B.1.2. A field has an ordering if and only if it is formally real.
Proof. A field with an ordering is formally real by the previous remark.

For the converse first notice that Σ�, the set of all sums of squares in K , is a
semi-positive cone, i.e., a set P such that

Σ� ⊆ P (B.1)

P + P ⊆ P (B.2)

P · P ⊆ P (B.3)

−1 �∈ P. (B.4)

The first and third condition easily imply

x ∈ P \ 0 ⇒ 1
x

∈ P.

Therefore, condition (B.4) is equivalent to P ∩ (−P) = 0. It is also easy to
see that for all b, the set P + bP has all the properties of a semi-positive cone,
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except possibly (B.4). Condition (B.4) holds if and only if b = 0 or −b �∈ P.
We now choose P as a maximal semi-positive cone. Then

x ≤ y ⇔ y − x ∈ P
and we obtain a compatible ordering of K . �
Corollary B.1.3 (of the proof). Let K be a field of characteristic different

from 2 and let a be an element ofK . There is an ordering ofK making a negative
if and only if a is not the sum of squares.
Proof. If a �∈ Σ�, then Σ�− a · Σ� is a semi-positive cone. �

Definition B.1.4. An ordered field (R,<) is real closed if
a) every positive element is a square,
b) every polynomial of odd degree has a zero.
We call (R,<) a real closure of the subfield (K,<) if R is real closed and
algebraic over K .

The field of real numbers is real closed. Similarly, the field of real algebraic
numbers is a real closure of Q. More generally, any field which is relatively
algebraically closed in a real closed field is itself real closed.
Theorem B.1.5. Every ordered field (K,<) has a real closure, and this is
uniquely determined up to isomorphism over K . �
Proof (Sketch). Existence: Let K≥0 be the semi-positive cone of (K,<)

and let L be a field extension ofK . It is easy to see that the ordering ofK can
be extended to L if and only if

P = {x1y21 + · · ·+ xny2n | xi ∈ K≥0, yi ∈ L}
is a semi-positive cone of L, i.e., if −1 �∈ P. Therefore we may apply Zorn’s
Lemma to obtain a maximal algebraic extension R of K with an ordering
extending the ordering of K . We claim that R is real closed.
Let r be a positive element ofR and assume that r is not a square. Since the
ordering cannot be extended to L = R(

√
r), there are ri ∈ R≥0 and si , ti ∈ R

such that

−1 =
∑
ri(si

√
r + ti)2.

Then −1 =
∑
ri(s2i r + t

2
i ), contradicting the fact that the right hand side

is positive. Thus every element of R is a square (and the ordering of R is
unique).
Let f ∈ R[X ] be a polynomial of minimal odd degree n without zero (in

R). Clearly, f is irreducible. Let α be a zero of f (in the algebraic closure
of R) and put L = R(α). Since L cannot be ordered, −1 is a sum of squares
in L. So there are polynomials gi ∈ R[X ] of degree less than n such that f
divides h = 1 +

∑
g2i . The leading coefficients of the g

2
i are squares in R and

so cannot cancel out. Hence the degree of h is even and less than 2n. But
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then the polynomial hf−1 has odd degree less than n and no zero in R since
h does not have a zero. A contradiction.
Uniqueness: LetR and S be real closures of (K,<). It suffices to show that

R and S are isomorphic over K as fields. By (the easy characteristic 0 case
of) Lemma B.3.13 below it is enough to show that an irreducible polynomial
f ∈ K [X ] has a zero in R if and only if it has one in S. This follows from the
next lemma which we prove at the end of the section. �
Lemma B.1.6 (J. J. Sylvester). Let f be irreducible1 in K [X ] and (R,<) a
real closed extension of (K,<). The number of zeros of f in R equals the
signature of the trace form of the K -algebra K [X ]/(f).
Note that a formally real field may have different orderings leading to
non-isomorphic real closures. However, in a real closed field the ordering is
uniquely determined by the field structure. Hence it makes sense to say that a
field is real closed without specifying its ordering.
The Fundamental Theorem of Algebra holds for arbitrary real closed fields:
Theorem B.1.7. Let R be real closed. Then C = R(

√
−1) is algebraically

closed.
Proof. Notice that all elements of C are squares: one square root of
a + b

√
−1 is given by√√

a2 + b2 + a
2

±

√√
a2 + b2 − a
2

√
−1,

where we choose ± according to the sign of b.
LetF be a finite extension ofC . We claim thatF = C . Wemay assume that

F is aGalois extension ofR. LetG be a 2-Sylow subgroup of Aut(F/R) andL
the fixed field of G . Then the degree L/R is odd. The minimal polynomial of
a generating element of this extension has the same degree and is irreducible.
But since all irreducible polynomials over R of odd degree are linear, we have
L = R. Therefore G = Aut(F/R) and hence also H = Aut(F/C ) are 2-
groups. Now 2-groups are soluble (even nilpotent). So if H is non-trivial, it
has a subgroup of index 2 and thusC has a field extension of degree 2; but this
is impossible since every element is a square. Hence H = 1 and F = C . �
Corollary B.1.8. If R is real closed, the only monic irreducible polynomials
are:

• Linear polynomials
X − a,

(a ∈ R).
• Quadratic polynomials

(X − b)2 + c,
(b, c ∈ R, c > 0).

1It suffices that f is non-constant and all zeros in acl(K) have multiplicity 1.
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Proof. Since all non-constant polynomials f ∈ R[X ] have a zero in
R(

√
−1), all irreducible polynomials must be linear or quadratic. Any monic

polynomial of degree 2 is of the form (X − b)2 + c. It is reducible if and only
if it has a zero x in R if and only if c ≤ 0 (namely x = b ±

√
−c). �

Finally we prove Sylvester’s Lemma (B.1.6). LetK be an ordered field, R a
real closure of K and f ∈ K [X ] irreducible. Consider the finite dimensional
K -algebra A = K [X ]/(f). The trace TrK (a) of a ∈ A is the trace of left
multiplication by a, considered as a vector space endomorphism. The trace
form is a symmetric bilinear form given by

(a, b)K = TrK (ab).

Let a1, . . . , an be a basis of A diagonalising ( , )K , i.e., (ai , aj)K = 
i�ij . The
signature of such a form is defined as the number of positive 
i minus the
number of negative 
i . Sylvester’s Theorem (from linear algebra) states that
the signature is independent of the diagonalising basis. By tensoring A with
R, we obtain the R-algebra

AR = A⊗R ∼= R[X ]/(f).
The basis a1, . . . , an is also a diagonalising R-basis for the trace form of AR
with the same 
i and hence the same signature as the trace form of A. We
now splitf inR[X ] into irreducible polynomials g1, . . . , gm. Sincef does not
have multiple zeros, the gi are pairwise distinct. By the Chinese Remainder
Theorem we have

R[X ]/(f) ∼= R[X ]/(g1)× · · · ×R[X ]/(gm).
This shows that the trace form ofR[X ]/(f) is the direct sum of the trace forms
of the R[X ]/(gi), and hence its signature is the sum of the corresponding
signatures. Sylvester’s Lemma follows once we show that the signature of the
trace form is equal to 1 for a linear polynomial, while the signature is 0 for an
irreducible polynomial of degree 2.
If g is linear, then R[X ]/(g) = R. The trace form (x, y)R = xy has

signature 1. If g is irreducible of degree 2, then R[X ]/(g) = R(
√
−1) and

TrR(x + y
√
−1) = 2x. The trace form is diagonalised by the basis 1,

√
−1.

With respect to this basis we have 
1 = 2 and 
2 = −2 and so its signature is
zero.

B.2. Differential fields

In this section, all rings considered have characteristic 0. Let R be a commu-
tative ring and S an R-module. (We mainly consider the case that S is a ring
containing R.) An additive map d : R→ S is called a derivation if

d (rs) = (dr)s + r(ds).
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For any ring S the ring of dual numbers is defined as

S[�] = {a + b� | a, b ∈ S},
where �2 = 0. The following is an easy observation.
Lemma B.2.1. LetS be a ring containingR and let � : S[�]→ S; a+b�  → a.
Any derivation d : R→ S defines a homomorphism

td : R→ S[�]; r  → r + (dr)�
inverting �. Conversely, any such homomorphism arises from a derivation.
Lemma B.2.2. Let S be a ring containing the polynomial ringR′ = R[x1, . . . ,

xn] and let d : R → S be a derivation. For any sequence s1, . . . , sn of elements
of S there is a unique extension of d to a derivation d ′ : R′ → S taking xi to si
for i = 1, . . . , n.
Proof. Extend td : R → S[�] via td ′(xi) = xi + si � to a homomorphism

td ′ : R′ → S[�]. �
Lemma B.2.3. LetR be a subring of the fieldK and letR′ be an intermediate

field algebraic over R. Then every derivation d : R → K can be uniquely
extended to R′.
Proof. It suffices to consider the following two cases:
1. R′ is the quotient field of R. If a is a unit, then a + b� is a unit in K [e]

(with inverse a−1 − ba−2�.) Therefore, td takes non-zero elements of R to
units in K [�] and thus can be uniquely extended to R′.
2. R is a field and R′ = R[a] a simple algebraic extension. Let f(x)
be the minimal polynomial of a over R. Then td can be extended to R′ if
and only if (tdf)(x) has a zero of the form a + b� in K [�]. But (tdf)(x) =
f(x) + (fd�)(x), hence

(tdf)(a + b�) = f(a + b�) + fd (a)� =
(
∂f

∂x
(a)b + fd (a)

)
�. (B.5)

Since char(K) = 0, f is separable, so ∂f∂x (a) �= 0 and d can be extended to R′

by

d ′(a) = a − fd (a)
(
∂f

∂x
(a)
)−1
. �

Let C = {c ∈ K | dc = 0} denote the set of constants of K . Clearly, C is a
subring containing 1. The previous lemma implies that C is a subfield which
is relatively algebraically closed in K .
Corollary B.2.4. LetR be a subring of the fieldK . Any derivation d : R→

K can be extended to a derivation of K . �
Remark B.2.5. Let (K, d ) be a differential field and F a field extension
of K , a, b ∈ F n. Assume that the ideal of all f in K [x] with f(a) = 0 is
generated by I0. Then the following are equivalent:
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a) There is an extension of d to F with da = b.
b) For all f ∈ I0 we have

∂f

∂x
(a)b + fd (a) = 0.

Proof. It is clear that a) implies b) because

d (f(a)) =
∂f

∂x
(a)b + fd (a).

In order to show the converse we have to extend the homomorphism td : K →
F [�] to K [a] in such a way that a is mapped to a + b�. This is possible
if and only if (tdf)(a + b�) = 0 for all f ∈ I0. By (B.5) this implies
∂f
∂x (a)b + f

d (a) = 0. �
Let (F, d ) be a saturated model of DCF0 and V ⊆ F n an irreducible affine

variety (see [51, Chapter 1] for basic algebraic geometry). The torsor T (V ) ⊆
F 2n is defined by the equations

f(x) = 0 and
∂f

∂x
(x)y + fd (x) = 0

for all f in the vanishing ideal of V (see p. 199). Clearly (a, da) ∈ T (V ) for
all a ∈ V .
Remark B.2.5 states that for any small subfield K over which V is defined,
and any (a0, b0) ∈ T (V ) such that a0 ∈ V is generic over K there is a pair
(a, da) ∈ T (V ) satisfying the same field-type over K as (a, b). This already
proves one direction of the following equivalence:

Remark B.2.6. [41] An algebraically closed differential field (K, d ) is a
model ofDCF0 if and only if for every irreducible affine varietyV defined over
K and every regular section2 s : V → T (V ) of the projection T (V ) → V
there is some a ∈ V (K) with da = s(a).

Proof. We show that an algebraically closed differential field (K, d ) with
this property is a model of the axioms of DCF0.
Let f and g be given with f irreducible. As in the proof of Theorem 3.3.22

we find a field extension F = K(α, . . . , d nα) in which α, . . . , d n−1α are alge-
braically independent over K and f(α, . . . , d nα) = 0. Let � be the inverse
of g(α, . . . , d n−1α) ∂f∂xn (α, . . . , d

nα). Note that K [α, . . . , d nα, �] is closed un-
der d . Putting c = (α, . . . , d nα, �), let (c, dc) = s(c) for some tuple s of
polynomials in K [x0, . . . , xn+1]. Then s defines a section V → T (V ) where
V ⊆ Kn+1 is the variety defined by f = 0. By assumption there is some
(a, b) ∈ V (K) with (a, b, da, db) = s(a, b). Hence f(a, . . . , d na) = 0 and
g(a, . . . , d n−1a) �= 0. �

2A section of a surjection f : A → B is a map g : B → A with fg = idB . A map between
affine varieties is called regular if it is given by polynomials.
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Remark B.2.7 (Linear differential equations). Let K be a model of DCF0

andA an n×n-matrix with coefficients fromK . The solution set of the system
of differential equations

dy = Ay (B.6)

is an n-dimensional C -vector space.

Proof. Choose an n×n-matrixY over an extension ofK whose coefficients
are algebraically independent over K . Lemma B.2.2 shows that d can be
extended to K(Y ) by dY = AY . Since K is existentially closed, there is a
regular matrix overK , which we again denote byY , such that dY = AY . The
columns of Y are n linearly independent solutions of (B.6). Such a matrix
is called a fundamental system of the differential equation. We show that any
solution y is a C -linear combination of the columns of Y . Let z be a column
over K with y = Yz. Then

AYz = d (Yz) = (dY )z + Ydz = AYz + Ydz.

Hence Ydz = 0, so dz = 0, i.e., the elements of z are constants. �

Remark B.2.8. Let K be a differential field and K ′ an extension of K with
fields of constantsC andC ′, respectively. ThenK andC ′ are linearly disjoint
over C , i.e., any set of C -linearly independent elements of K remains linearly
independent over C ′ (see Section B.3).

Proof. Let a0, . . . , an be in K and linearly dependent over C ′. Then the
columns of

B =

⎛⎜⎜⎜⎝
a0 . . . an
da0 . . . dan
...

...
dna0 . . . d

nan

⎞⎟⎟⎟⎠
are linearly dependent. Let m < n be maximal with

Y =

⎛⎜⎜⎜⎝
a0 . . . am
da0 . . . dam
...

...
dma0 . . . d

mam

⎞⎟⎟⎟⎠
regular. We want to conclude that a0, . . . , am+1 is linearly dependent over C .
Sowemay assume n = m+1. Then the last rowofB is aK -linear combination
of the first m + 1 rows. Thus for some m ×m matrix A all columns of Y and

z =

⎛⎜⎝ an
...

dman

⎞⎟⎠
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are solutions of the differential equation dy = Ay. The proof of Remark B.2.7
shows that z is a C -linear combination of the columns of Y . �

B.3. Separable and regular field extensions

Definition B.3.1. Two rings R,S contained in a common field extension
are said to be linearly disjoint over a common subfield k if any set of k-linearly
independent elements of R remains linearly independent over S. Note that
then R is also linearly disjoint over K from the quotient field of S.

Remark B.3.2. It is easy to see that this is equivalent to saying that the ring
generated byR and S is canonically isomorphic to the tensor productR⊗k S.
So linear disjointness is a symmetric notion.

IfS is a normal algebraic extension ofK , so invariant under automorphisms
ofKalg/K , then the linear disjointness ofR and S overK does not depend on
the choice of a common extension of R and S (see Exercise 8.4.4 for a similar
phenomenon).
Recall that an algebraic field extensionL overK is separable if every element
of L is a zero of a separable polynomial f ∈ K [X ] and Galois if L is normal
and separable over K .
Lemma B.3.3. If F and L are field extensions of K with L Galois over K ,

then F and L are linearly disjoint over K if and only if F ∩ L = K .
Proof. One direction is clear (see also the remark below). For the other

direction assume F ∩ L = K . We may assume that L/K is finitely generated.
Since L/K is separable, there is a primitive element, say L = K(a). Let f be
the minimal polynomial of a over F . Since all roots of f belong to L, f is in
L[X ] and therefore in K [X ]. It follows that [K(a) : K ] = [F (a) : F ] and F
and L are linearly disjoint over K . �
That h1, . . . , hn are algebraically independent over Lmeans that the mono-

mials in h1, . . . , hn are linearly independent over L. This observation implies
that L andH are algebraically independent overK if they are linearly disjoint
over K . The converse holds if L/K is regular:

Definition B.3.4. A field extension L over K is regular if L and Kalg are
linearly disjoint over K in some common extension.

Lemma B.3.5. If L is a regular extension of K and H/K is algebraically
independent from L/K , then L and H are linearly disjoint over K .
The reader may note that in the special case whereH = Kalg this is just the

definition of regularity.
Proof. Let li ∈ L, hi ∈ H ,

∑
i<n lihi = 0, but not all hi = 0. Since L and

H are independent over Kalg, the type tp(L/KalgH ) is an heir of tp(L/Kalg)
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by Corollaries 6.4.5 or 8.5.13. Thus, there is a non-trivial n-tuple h̄′ ∈ Kalg
such that l̄ · h̄′ = 0. Since L/K is regular, there is a non-trivial h̄′′ ∈ K such
that l̄ · h̄′′ = 0. This proves the claim. �
Lemma B.3.6. Let K be a field. There is a natural bijection between isomor-
phism types of field extensionsK(a1, . . . , an) ofK with n generators3 and prime
ideals P in K [X1, . . . , Xn]. Regular extensions correspond to absolutely prime
ideals, i.e., ideals which generate a prime ideal in Kalg[X1, . . . , Xn].
Proof. We associate with L = K(a1, . . . , an) the vanishing ideal P = {f ∈

K [X1, . . . , Xn] | f(a1, . . . , an) = 0}. Conversely if P is a prime ideal the
quotient field ofK [X1, . . . , Xn]/P is an extension ofK generated by the cosets
of X1, . . . , Xn.
Let I be the ideal generated byP inKalg[X1, . . . , Xn]. ThenK [a1, . . . , an]⊗K
Kalg and Kalg[X1, . . . , Xn]/I are isomorphic as K -algebras. Now L/K is
regular if and only if K [a1, . . . , an] ⊗K Kalg is an integral domain, which
means that I is prime. �

Remark B.3.7. It is easy to see that the case tr. deg(a1, . . . , an) = n − 1
corresponds exactly to the case where P is a principal ideal, generated by
an irreducible polynomial f ∈ K [X1, . . . , Xn]: this polynomial is uniquely
determined up to a constant factor. ([35, VII, Ex.26])

The perfect hull of a field K is the smallest perfect field containing it, so in
characteristic 0 equals K , and in characteristic p is the union of all Kp

−n
=

{a ∈ Kalg | apn ∈ K}.

Definition B.3.8. A field extension L over K is separable if, in some com-
mon extension, both L and the perfect hull of K are linearly disjoint over K .
This extends the definition in the algebraic case.

Again this does not depend on the choice of the common extension L and the
perfect hull of K . Note that regular extensions are separable.
Let K be a field of characteristic p > 0. For any subset A we call the field

Kp(A) the p-closure of A. This defines a pregeometry on K (see Section C.1)
whose associated dimension is the degree of imperfection. A basis of K in the
sense of this pregeometry is called a p-basis. If b = (bi | i ∈ I ) is a p-basis of
K , then the products b� =

∏
i∈I b

�i
i defined for multi-indices � = (�i | i ∈ I )

where 0 ≤ �i < p and almost all �i equal to zero, form a linear basis of K
over Kp. If the degree of imperfection of K is a finite number e, it follows
that [K : Kp] = pe .

Remark B.3.9. A field L is a separable extension of K if and only if L and
Kp

−1
are linearly disjoint overK . It follows that L/K is separable if and only

if a p-basis of K stays p-independent in L.

3By quantifier elimination this is just Sn(K) in the theory of Kalg.
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Proof. Consider a sequence (ai) of elements ofLwhich is linearly indepen-
dent overK . Then (ai) is independent overKp

−1
by assumptionwhich implies

that (api ) is independent over K . Then (a
p
i ) is independent over K

p−1 imply-
ing that (ai) is independent over Kp

−2
. In this way one can show inductively

that (ai) is independent over Kp
−n
for all n. �

Lemma B.3.10. If b1, . . . , bn are p-independent in K , they are algebraically
independent over Fp.

Proof. The b1, . . . , bn−1 form a p-basis of F = Fp(b1, . . . , bn−1). So K/F
is separable by Remark B.3.9. If an element c ∈ K is algebraic over F , it is
separably algebraic over F . So c is also separably algebraic over KpF , which
is only possible if c belongs to KpF . Since bn does not belong to KpF , it
follows that bn is not algebraic over F . �
Lemma B.3.11. 1. LetR be an integral domain of characteristicp and let b
be a p-basis ofR in the sense that every element ofR is a uniqueRp-linear
combination of the b� . Then b is also a p-basis of the quotient field of R.

2. Let b be p-basis of K and L is a separable algebraic extension of K , then
b is also a p-basis of L.

Proof. 1): Let K be the quotient field of R. Clearly b is p-independent in
K . Since the elements of b are algebraic over Kp, it follows that Kp[b] is a
subfield of K which contains R = Rp[b]. So K = Kp[b].
2): We may assume that L/K is finite. Since Lp and K are linearly disjoint
over Kp, we have [LpK : K ] = [Lp : Kp] = [L : K ]. It follows that
LpK = L. �
Lemma B.3.12. The fieldL = K(a1, . . . , an) is separable overK if and only if

there is a transcendence basis a′ ⊆ {a1, . . . , an} ofL/K such thatL is separably
algebraic over K(a′).

Proof. This follows from the fact that every irreducible polynomial inK [X ]
is of the form f(Xp

k

) for some k ≥ 0 and some separable polynomial f ∈
K [X ]. �
Lemma B.3.13 (See [16, Théorème 5.11]). Algebraic field extensions of K

are isomorphic over K if and only if the same polynomials in K [X ] have a
zero in these extensions.

Proof. Consider two algebraic extensions L and L′ of K . A compactness
argument shows that L and L′ are isomorphic over K if and only if they
contain, up to isomorphismoverK , the same finitely-generated subextensions.
The condition that the same polynomials in K [X ] have zeros in L and L′ is
equivalent to L and L′ having the same simple subextensions. So the lemma
is clear if L and L′ are separable over K which means that in the general case
we may assume that K is infinite.
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By symmetry it is enough to show that every finite subextension F/K of
L/K has an isomorphic copy in L′/K , or in other words that F ⊆ α(L′) for
some α ∈ Aut(Kalg/K). By our assumption every a ∈ F is contained in some
α(L′), so F is the union of all Fα = α(L′) ∩ F . There are only finitely many
different Fα . To see this choose a finite normal extensionN/K which contains
F . Then Fα depends only on the restriction of α toN . Since F and the Fα are
vector spaces over the infinite field K , we can apply Neumann’s Lemma 3.3.9
and conclude that F equals one of the Fα . �

Exercise B.3.1. Show that elementary extensions are regular.

B.4. Pseudo-finite fields and profinite groups

Definition B.4.1. A field K is pseudo algebraically closed (PAC) if every
absolutely irreducible affine variety defined over K has a K -rational point.

See [51, Chapter 1] for basic algebraic geometry.
Lemma B.4.2. Let K be a field. The following are equivalent:
a) K is PAC,
b) Let f(X1, . . . , Xn, T ) ∈ K [X1, . . . , Xn, T ] be absolutely irreducible and of
degree greater than 1 in T and let g ∈ K [X1, . . . , Xn]. Then there exists
(a, b) ∈ Kn ×K such that f(a, b) = 0 and g(a) �= 0.

c) K is existentially closed in every regular field extension.
Proof. a) ⇒ b): Let C be an algebraically closed field containing K . The

zero set of f defines an absolutely irreducible variety X ⊆ Cn × C over K .
Then the setV = {(a, b, c) | f(a, b) = 0, g(a)c = 1} is absolutely irreducible
as well and defined over K .
b) ⇒ c): Let L/K be a finitely generated regular extension. Since regular
extensions are separable, by Lemma B.3.12 we find a transcendence basis a of
L/K such that L is separable algebraic overK(a). Then there is a b separable
algebraic over K(a) such that L = K(a1, . . . , an, b). Let now c1, . . . , cm be
elements of L satisfying certain equations overK .4 We need c′i ∈ K satisfying
the same equations. Write ci =

hi (a,b)
g(a) for polynomials hi(x, y) and g(x) over

K . By Remark B.3.7 the vanishing ideal of (a, b) over K is generated by
some f(x, y), which is absolutely irreducible since L/K is regular. There are
a′, b′ ∈ K such that f(a′, b′) = 0 and g(a′) �= 0. Hence the c′i = hi (a′,b′)

g(a′)
satisfy all equations satisfied by the ci .
c)⇒ a): Let V be an absolutely irreducible variety over K . If c ∈ V is an

element of C generic over K , then K(c)/K is regular by Lemma B.3.6. �
Corollary B.4.3. “PAC” is an elementary property.

4As we are working in an infinite field, we don’t need inequalities.
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Proof. Being absolutely irreducible is a quantifier-free property of the co-
efficients of f(X1, . . . , Xn, T ) because the theory of algebraically closed fields
has quantifier elimination. �

Definition B.4.4. A profinite group is a compact5 topological group with a
neighbourhood basis for 1 consisting of subgroups.

Note that by compactness open subgroups are of finite index.
Profinite groups can be presented as inverse limits

lim← i∈I Ai

of finite groups, with neighbourhood bases for the identity given by the inverse
images of the Ai , see [62] for more details.

Definition B.4.5. A profinite group is called procyclic if all finite (continu-
ous) quotients are cyclic.

Lemma B.4.6 (see [62]). Let G be a profinite group. The following are equiv-
alent:
a) G is procyclic;
b) G is an inverse limit of finite cyclic groups;
c) G is (topologically) generated by a single element a, i.e., the group abstractly
generated by a is dense in G . �
By a generator for a profinite groupwe alwaysmean a topological generator,
i.e., an element generating a dense subgroup.

Definition B.4.7. Wedenote by Ẑ the inverse limit of allZ/nZ, with respect
to the canonical projections.

Lemma B.4.8. A profinite group G is procyclic if and only if for every n there
is at most one closed subgroup of index n. If G has exactly one closed subgroup
of index n for each n > 0, then G is isomorphic to Ẑ.
Proof. It suffices to prove the lemma for finite G . So if G has order n,

we have to show that G is cyclic if and only if for each k dividing n there
is a unique subgroup of order k (hence of index n/k). If a is a generator
for G and H a subgroup of G of order k, then an/k is a generator for H ,
proving uniqueness. For the other direction, note that by assumption any two
elements having the same order generate the same subgroup. Thus, if G has
an element of order k, thenG contains exactly ϕ(k) such elements. The claim
now follows from the equality

n =
∑
k|n
ϕ(k).

�

5Note that for us compact spaces are Hausdorff.
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Lemma B.4.9. Let G → H be an epimorphism of procyclic groups. Then any
generator of H lifts to a generator of G .
Proof. First we consider the case where G is finite. We may then assume

that G and H are p-groups. If H = 0, we choose any generator as the
preimage. If H �= 0, any preimage of a generator of H is a generator of G .
If G is infinite, let h be a generator of H . The finite case implies that for
every open normal subgroup A of G we find an inverse image of h which
generates G/A. The claim follows now by compactness. �
For a field K we write G(K) for its absolute Galois group Aut(Kalg/K).

Definition B.4.10. A perfect fieldK is called procyclic if G(K) is procyclic,
and 1-free if G(K) ∼= Ẑ.

By Lemma B.4.8 a perfect field is procyclic (1-free, respectively) if and only
if it has at most one (exactly one, respectively) extension of degree n in Kalg

for every n. Thus, being procyclic or 1-free is an elementary property of K .

Definition B.4.11. A perfect 1-free PAC-field is called pseudo-finite.

Remark B.4.12. Being pseudo-finite is an elementary property. A theorem
of Lang and Weil (see [36]) on the number of points on varieties over finite
fields shows that infinite ultraproducts of finite fields are PAC and hence
pseudo-finite. Conversely, any pseudo-finite field is elementarily equivalent to
an ultraproduct of finite fields (see [1] and Exercise 7.5.1).

If L/K is regular, then clearlyK is relatively algebraically closed in L. IfK
is perfect, the converse holds as well:
Proposition B.4.13. Let K be perfect and L/K a field extension. Then the
following are equivalent:
a) L/K regular;
b) K is relatively algebraically closed in L;
c) the natural map G(L)→ G(K) is surjective.
Proof. Using Remark B.3.2 and the functoriality of tensor products, it is

easy to see that a) implies c) (even without K being perfect). Clearly, c)
implies b). To see that b) implies a) assume that K is relatively algebraically
closed in L. Since every finite extension between K and Kalg is generated by
a single element, it suffices to show for a ∈ Kalg that the minimal polynomial
f of a over L has coefficients in K . But this follows as the coefficients of f
can be expressed by conjugates of a ∈ Kalg ∩ L over K . �
If L is perfect and N/L and L/K are regular extensions, then also N/K is
regular.
Corollary B.4.14. Let L/K be regular, L procyclic and K 1-free. Then L

is 1-free. If N/L is an extension of L such that N/K is regular, then N/L is
regular.
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Proof. If G(L) is procyclic and � : G(L) → Ẑ = G(K) is surjective, then
� is an isomorphism. Let  : G(N ) → G(L) be the natural map. If � is
surjective, then so is . �
Any profinite group G acts faithfully and with finite orbits on the set S
consisting of all left cosets of finite index subgroups. That point stabilisers are
open subgroups ofG just says that the action is continuous with respect to the
discrete topology on S. We use this easy observation to prove the following:
Lemma B.4.15. Any procyclic field has a regular pseudo-finite field extension.
Proof. Let K be a procyclic field. Let S be as in the previous remark for

G = Ẑ, let L′ = K(Xs)s∈S with the action of G on L′ given by the action
of G on S and L be the fixed field of G . Then L′ is a Galois extension
of L with Galois group G and L′ (and L) are regular extensions of K by
Proposition B.4.13. Let � ∈ Aut(KalgL′/L) be a common extension of a
generator of G(K) and a generator of Ẑ = Aut(L′/L). Extend � to some
�′ ∈ Aut(Lalg/L) and consider the fixed field L′′ of �′. Then G(L′′) is
generated by �′ and has Ẑ as a homomorphic image, so L′′ is 1-free. Also L′′

is a regular extension of K by Proposition B.4.13. It is now easy to construct,
by a long chain, a regular procyclic extension N of L′′ which is existentially
closed in all regular procyclic extensions. This extension N is again regular
over K and 1-free.
We use the criterion given in Lemma B.4.2 to show thatN is PAC. LetN ′ be
a regular extension of N . Let � ∈ G(N ′) be a lift of a generator of G(N ) and
N ′′ the fixed field of � in N ′alg. Then N ′′ is a regular procyclic extension of
N . By construction, N is existentially closed in N ′′ and hence also in N ′. �
Procyclic fields have the amalgamation property for regular extensions:
Lemma B.4.16. If L1, L2 are regular procyclic extensions of a field K , there
is a common procyclic regular extensionH of L1 and L2 in which L1 and L2 are
linearly disjoint over K .
Proof. Let L1 and L2 be regular procyclic extensions of a field K (so K

is also procyclic). We may assume that the Li are algebraically independent
over K in some common field extension. Let � be a (topological) generator
of G(K). By Lemma B.4.9, we can lift � to generators �i of G(Li). By
Lemma B.3.5, L1 and L2 are linearly disjoint. As L

alg
1 L

alg
2 is the quotient

field of the tensor product of Lalg1 and L
alg
2 over K

alg, the �i generate an
automorphism of Lalg1 L

alg
2 which can be extended to an automorphism � of

(L1L2)alg. The fixed field of � is procyclic with Galois group generated by �
and a regular extension of L1 and L2 by Proposition B.4.13. �
By Lemma B.4.15 this also implies that pseudo-finite fields have the amal-
gamation property for regular extensions.



Appendix C

COMBINATORICS

C.1. Pregeometries

In this section, we collect the necessary facts and notions about pregeome-
tries, existence of bases and hence a well-defined dimension, modularity laws
etc. First recall Definition 5.6.5.

Definition. A pregeometry (X, cl) is a set X with a closure operator
cl : P(X )→ P(X ) such that for all A ⊆ X and a, b ∈ X
a) (Reflexivity) A ⊆ cl(A)
b) (Finite character) cl(A) is the union of all cl(A′), where the A′ range
over all finite subsets of A.

c) (Transitivity) cl(cl(A)) = cl(A)
d) (Exchange) a ∈ cl(Ab) \ cl(A)⇒ b ∈ cl(Aa)

Remark C.1.1. The following structures are pregeometries:
1. A vector space V with the linear closure operator.
2. For a field K with prime field F , the relative algebraic closure cl(A) =
F (A)alg

3. The p-closure in a field K of characteristic p > 0, i.e., cl(A) = Kp(A).

Proof. We prove Exchange for algebraic dependence in a field K as an
example.1 We may assume that A is a subfield of K . Let a, b be such that
a ∈ A(b)alg. So there is a non-zero polynomial F ∈ A[X,Y ] with F (a, b) = 0.
If we also assume that b /∈ A(a)alg, it follows that F (a,Y ) = 0. This implies
a ∈ Aalg. �
A pregeometry in which points and the empty set are closed, i.e., in which

cl′(∅) = ∅ and cl′(x) = {x} for all x ∈ X,
is called geometry. For any pregeometry (X, cl), there is an associated geom-
etry (X ′, cl′) obtained by setting X ′ = X •/ ∼, and cl′(A/ ∼) = cl(A)•/ ∼
where∼ is the equivalence relation onX • = X \cl(∅) defined by cl(x) = cl(y).

1For the p-closure see [10, § 13].
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Starting from a vector space V , the geometry obtained in this way is the asso-
ciated projective space P(V ). The important properties of a pregeometry are
in fact mostly properties of the associated geometry.

Definition C.1.2. Let (X, cl) be pregeometry. A subset A of X is called

1. independent if a �∈ cl(A \ {a}) for all a ∈ A;
2. a generating set if X = cl(A);
3. a basis if A is an independent generating set.

Lemma C.1.3. Let (X, cl) be a pregeometry with generating set E. Any
independent subset ofE can be extended to a basis contained inE. In particular
every pregeometry has a basis.

Proof. Let B be an independent set. If x is any element in X \ cl(B),
B ∪ {x} is again independent. To see this consider an arbitrary b ∈ B . Then
b �∈ cl(B \ {b}), whence b �∈ cl(B \ {b} ∪ {x}) by exchange.
This implies that for a maximal independent subset B of E, we have E ⊆
cl(B) and therefore X = cl(B). �

Definition C.1.4. Let (X, cl) be a pregeometry. Any subset S gives rise to
two new pregeometries, the restriction (S, clS) and the relativisation (X, clS),
where

clS(A) = cl(A) ∩ S,
clS(A) = cl(A ∪ S).

Remark C.1.5. Let A be a basis of (S, clS) and B a basis of (X, clS). Then
the (disjoint) union A ∪ B is a basis of (X, cl).

Proof. Clearly A ∪ B is a generating set. Since B is independent over S,
we have b �∈ clS(B \ {b}) = cl(A∪B \ {b}) for all b ∈ B . Consider an a ∈ A.
We have to show that a �∈ cl(A′ ∪ B), where A′ = A \ {a}. As a �∈ cl(A′), we
let B ′ be a maximal subset of B with a �∈ cl(A′ ∪ B ′). If B ′ �= B this would
imply that a ∈ cl(A′∪B ′∪{b}) for any b ∈ B \B ′ which would in turn imply
b ∈ cl(A ∪ B ′), a contradiction. �
We say A is a basis of S and B a basis over or relative to S.

Lemma C.1.6. All bases of a pregeometry have the same cardinality.

Proof. Let A be independent and B a generating subset of X . We show
that

|A| ≤ |B |.
Assume first that A is infinite. Then we extend A to a basis A′. Choose for

every b ∈ B a finite subset Ab of A′ with b ∈ cl(Ab). Since the union of the
Ab is a generating set, we have A′ =

⋃
b∈B Ab . This implies that B is infinite

and |A| ≤ |A′| ≤ |B |.
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Now assume that A is finite. That |A| ≤ |B | follows immediately from the
following exchange principle: Given any a ∈ A \ B there is some b ∈ B \ A
such that A′ = {b} ∪ A \ {a} is independent. For, since a ∈ cl(B), B cannot
be contained in cl(A \ {a}). Choose b in B but not in cl(A \ {a}). It follows
from the exchange property that A′ is independent. �

Definition C.1.7. The dimension dim(X ) of a pregeometry (X, cl) is the
cardinality of a basis. For a subset S of X let dim(S) be the dimension of
(S, clS) and dim(X/S) the dimension of (X, clS).

By Remark C.1.5 we have

Lemma C.1.8. dim(X ) = dim(S) + dim(X/S).

The dimensions in our three standard examples are:

• The dimension of a vector space.
• The transcendence degree of a field.
• The degree of imperfection of a field of finite characteristic (see [10, § 13,
Ex.1]).

Let (X, cl) be a pregeometry. For arbitrary subsets A and B one sees easily
that the submodular law holds:

dim(A ∪ B) + dim(A ∩ B) ≤ dim(A) + dim(B).

One may hope for equality to hold if A and B are closed.

Definition C.1.9. We call a pregeometry (X, cl) modular, if

dim(A ∪ B) + dim(A ∩ B) = dim(A) + dim(B) (C.1)

for all cl-closed A and B .

The main examples are

• trivial pregeometries where cl(A ∪ B) = cl(A) ∪ cl(B) for all A,B .
• vector spaces with the linear closure operator.
Let K be a field of transcendence degree at least four over its prime field F .
The following argument shows that the pregeometry of algebraic dependence
on K is not modular. Choose x, y, x′, y′ ∈ K algebraically independent over
F . From these elements we can compute a, b ∈ K such that ax + b = y
and ax′ + b = y′. Since the elements x, x′, a, b generate the same subfield
as x, y, x′, y′, they are also algebraically independent. This implies that F (x)
and F (x′) are isomorphic over F (a, b)cl, where the superscript cl denotes the
relative algebraic closure in K . This isomorphism maps y to y′ and therefore
we have

F (x, y)cl ∩ F (a, b)cl ⊆ F (x, y)cl ∩ F (x′, y′)cl = F cl.
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So K is not modular since

tr. degF (x, y, a, b) + tr. degF = 3 + 0

< 2 + 2 = tr. degF (x, y) + tr. degF (a, b).

Let us call two setsA andB (geometrically) independent overC if all subsets
A0 ⊆ A and B0 ⊆ B which are both independent over C are disjoint and their
union is again independent over C . The following is then easy to see.

Lemma C.1.10. For a pregeometry (X, cl) the following are equivalent:

1. (X, cl) is modular.
2. Any two closed A and B are independent over their intersection.
3. For any two closed setsA andB we have dim(A/B) = dim(A/A∩B). �
Considering the closed 1- and 2-dimensional subsets of a modular pre-
geometry (X, cl) as points and lines, respectively, these satisfy the Veblen–
Young Axioms of Projective Geometry provided any line contains at least
three points: namely, any two distinct points a, b lie on a unique line ab; and
for four distinct points a, b, c, d , if the lines ab and cd intersect, then so do ac
and bd . If the dimension of X is at least 4, then by the fundamental theorem
of projective geometry, this is indeed isomorphic to the projective geometry
of a vector space over some skew field (see e.g., [13], Thm. 1). The projective
planes in Section 10.4 are examples of projective geometries of dimension 3
which do not arise from vector spaces over skew fields. Note that by Exer-
cise C.1.4 a subset A of a modular geometry is closed if and only if for any
distinct a, b ∈ A the line containing them is also contained in A.
Lemma C.1.11. A pregeometry (X, cl) is modular if and only if for all a, b, B
with dim(ab) = 2, dim(ab/B) = 1, there is c ∈ cl(B) such that dim(ab/c) = 1.
Proof. If (X, cl) is modular and a, b, B are as in the lemma, then ab and B

are dependent, but independent over the intersection of cl(ab) and cl(B). Let
c be an element of the intersection which is not in cl(∅). Then dim(ab/c) = 1.
Assume that the property of the lemma holds. We show that the third
condition of Lemma C.1.10 is satisfied. For this we may assume that n =
dim(A/A ∩ B) is finite and proceed by induction on n. The cases n = 0, 1
are trivial. So assume n ≥ 2. Let a1, . . . , an be a basis of A over A ∩ B .
We have to show that dim(a1, . . . , an/B) = n. By induction we know that
dim(a1 . . . an−2/B) = n−2. So it is enough to show that dim(an−1an/B ′) = 2
whereB ′ be the closure of {a1, . . . , an−2}∪B . If not, by our assumption there
is c ∈ B ′ such that dim(an−1an/c) = 1. �

Definition C.1.12. A pregeometry (X, cl) is locally modular if (C.1) holds
for all closed sets A,B with dim(A ∩ B) > 0.

Remark C.1.13. Clearly, (X, cl) is locally modular if and only if for all
x ∈ X \ cl(∅) the relativised pregeometry (X, clx) is modular. �
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An affine subspace of a vector space V is a coset of a subvector space. The
affine subspaces ofV define a locallymodular geometry, which is notmodular,
because of the existence of parallel lines. Note that in this example, points
have dimension 1, lines dimension 2, etc.
The arguments on page 207 show also that a field of transcendence degree
at least 5 is not locally modular. Just replace F by a subfield of transcendence
degree 1.

Exercise C.1.1. Consider a pregeometry (X, cl). Let A |�
cl
C
B be the re-

lation of A and B being independent over C and A |�
0
C
B the relation

cl(AC ) ∩ cl(BC ) = cl(C ). Show the following:

1. |�
cl has the following properties as listed in Theorem 7.3.13: Mono-
tonicity, Transitivity, Symmetry, Finite Character and Local
Character.

2. |�
0 hasWeak Monotonicity (see Theorem 8.5.10), Symmetry, Finite
Character and Local Character. Monotonicity holds only if |�

0 =
|�
cl , i.e., if X is modular.

Exercise C.1.2. Prove that trivial pregeometries are modular.

Exercise C.1.3 (P. Kowalski). Let K be a field of characteristic p > 0 with
degree of imperfection at least 4. Prove that K with p-dependence is not
locally modular.

Exercise C.1.4. (X, cl) is modular if and only if for all c ∈ cl(A ∪ B) there
are a ∈ cl(A) and b ∈ cl(B) such that c ∈ cl(a, b).

Exercise C.1.5. The set of all closed subsets of a pregeometry forms a
lattice, where the infimum is intersection and the supremum of X and Y is
X ( Y = cl(X ∪ Y ). Show that a pregeometry is modular if and only if the
lattice of closed sets is modular, i.e., if for all closed A,B,C

A ⊆ C ⇒ A ( (B ∩ C ) = (A ( B) ∩ C.

Exercise C.1.6. Let (X, cl) be a pregeometry of uncountable dimension.
Suppose that for all closedB of countable dimension the automorphism group
Aut(X/B) acts transitively on X \ B . Then (X, cl) is locally modular if and
only if for all closed B of countable dimension and all a, b with dim(a, b) = 2
and dim(a, b/B) = 1, and for every � ∈ Aut(X/B) the two pairs (a, b) and
(�(a), �(b)) are not independent over ∅. Conclude that for any finite A, X is
locally modular if and only if XA is locally modular.
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C.2. The Erdős–Makkai Theorem

Theorem C.2.1 (Erdős–Makkai). Let B be an infinite set and S a set of
subsets of B with |B | < |S|. Then there are sequences (bi | i < �) of elements
of B and (Si | i < �) of elements of S such that either

bi ∈ Sj ⇔ j < i (C.2)

or

bi ∈ Sj ⇔ i < j (C.3)

for all i, j ∈ �.
Proof. Choose a subset S ′ be a subset of S of the same cardinality as B

such that any two finite subsets of B which can be separated by an element
of S can be separated by an element of S ′. The hypothesis implies that there
must be an element S∗ of S which is not a Boolean2 combination of elements
of S ′.
Assume that for some n, three sequences (b′i | i < n) in S∗, (b′′i | i < n) in
B \ S∗ and (Si | i < n) in S ′ have already been constructed. Since S∗ is not
a Boolean combination of S0, . . . , Sn−1, there are b′n ∈ S∗ and b′′n ∈ B \ S∗

such that for all i < n

b′n ∈ Si ⇔ b′′n ∈ Si .
Choose Sn as any set in S ′ separating {b′0, . . . , b′n} and {b′′0 , . . . , b′′n }.
Now, an application of Ramsey’s theorem shows that we may assume that
either b′n ∈ Si or b′n �∈ Si for all i < n. In the first case we set bi = b′′i and get
(C.2), in the second case we set bi = b′i+1 and get (C.3). �

C.3. The Erdős–Rado Theorem

Definition C.3.1. For cardinals κ, 
, �wewrite κ → (
)n� (read as κ arrows

) to express the fact that for any function f : [κ]n → � there is some A ⊆ κ
with |A| = 
, such that f is constant on [A]n. In other words, every partition
of [κ]n into � pieces has a homogeneous set of size 
.

With this notation Ramsey’s Theorem 5.1.5 states that

� → (�)nk for all n, k < �.
In an analogous manner one can define a cardinal κ to be a Ramsey cardinal
if κ → (κ)<�2 . In other words, if for any n a partition of [κ]n into two classes
is given, there is a set of size κ simultaneously homogeneous for all partitions.
A Ramsey cardinal κ satisfies κ → (κ)<�� for all � < κ (see [33] 7.14). More

2It actually suffices to consider positive Boolean combinations.
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generally, an uncountable cardinal κ is called weakly compact if it satisfies
κ → (κ)22. Such cardinals are weakly inaccessible and their existence cannot
be proven from ZFC.
Theorem C.3.2 (Erdős–Rado). �+n (�)→ (�+)n+1� .
Proof. This follows from �+ → (�+)1� and the following lemma.
Lemma C.3.3. If κ+ → (�+)n�, then (2κ)+ → (�+)n+1� .
Proof. We note first that the hypothesis implies � ≤ κ. Now let B be a set
of cardinality (2κ)+ and f : [B]n+1 → � be a colouring. If A is a subset of B ,
we call a function p : [A]n → � a type over A. If b ∈ B \ A, the type tp(b/A)
is the function which maps each n-element subset s of A to f(s ∪ {b}). If
|A| ≤ κ, there are at most 2κ many types over A. Thus an argument as in the
proof of Lemma 6.1.2 shows that there is some B0 ⊆ B of cardinality 2κ such
that, for every A ⊆ B0 of cardinality at most κ, every type over A which is
realised in B is already realised in B0.
Fix an element b ∈ B \ B0. We can easily construct a sequence (aα)α<κ+

in B0 such that every aα has the same type over {a� | � < α} as b. By
assumption {aα | α < κ+} contains a subset A of cardinality �+ such that
tp(b/A) is constant on [A]n. Then f is constant on [A]n+1. �

�





Appendix D

SOLUTIONS TO EXERCISES

Exercises whose results are used in the book have their solutions marked with
an asterisk.

Chapter 1. The basics

Exercise 1.2.3. We consider formulas which are built using ¬,∧, ∃, ∀ and
we move the quantifiers outside using

¬∃xϕ ∼ ∀x¬ϕ
¬∀xϕ ∼ ∃x¬ϕ

(ϕ ∧ ∃x�(x, y)) ∼ ∃z
(
ϕ ∧ �(z, y))

(ϕ ∧ ∀x�(x, y)) ∼ ∀z
(
ϕ ∧ �(z, y)) .

In the last equivalence we replaced the bounded variable x by a variable z
which does not occur freely in ϕ.

Exercise 1.2.4. ThatΠi∈IAi /F iswell defined is easy to see. Łos’s Theorem
is proved by induction on the complexity of ϕ. The case of atomic formulas
is clear by construction. If ϕ is a conjunction, we use the fact that X ∈
F and Y ∈ F ⇔ X ∩ Y ∈ F . If ϕ is a negation, we use X �∈ F ⇔
I \ X ∈ F . If X = {i ∈ I | Ai |= ∃y �(āi , y)} ∈ F , choose for every
i ∈ I some bi ∈ Ai such that i ∈ X ⇒ Ai |= �(āi , bi). Then by induction
Πi∈IAi /F |= �((āi)F , (bi)F ) and we have Πi∈IAi /F |= ∃y �((āi)F , y). The
converse is also easy.

Exercise 1.3.1. The theory DLO of dense linear orders without endpoints
is axiomatised in LOrder by

• ∀x ¬x < x
• ∀x, y, z (x < y ∧ y < z → x < z)
• ∀x, y (x < y ∨ x .= y ∨ y < x)
• ∀x, z (x < z → ∃y (x < y ∧ y < z))
• ∀x∃y x < y

213
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• ∀y∃x x < y.
The class of all algebraically closed fields can be axiomatised by the theory
ACF:

• Field (field axioms)
• For all n > 0: ∀x0 . . . xn−1 ∃y x0 + x1y + · · ·+ xn−1yn−1 + yn .= 0.

Exercise 1.3.3. Let A andB be two elementarily equivalent L-structures.
It is easy to see that A andB are isomorphic if L is finite. Let L be arbitrary
and assume towards a contradiction that A andB are not isomorphic. Then
for every bijection f : A → B there is a Zf ∈ L which is not respected by f.
If L0 is the set of all the Zf , then A � L0 and B � L0 are not isomorphic,
contradicting our first observation. One should note that isomorphism follows
also from Exercise 6.1.1 and Lemma 4.3.3.

∗
Exercise 1.3.5. Show by induction on the complexity of ϕ that for all

f ∈ I and all ā in the domain of f we have A |= ϕ(ā) ⇔ B |= ϕ(f(ā)).

Chapter 2. Elementary extensions and compactness

Exercise 2.1.2. Hint for Part 1: We may assume that C = {Ai | i ∈ I }
is a set. If M is a model of T , choose an ultrafilter F on I which contains
Fϕ = {i ∈ I | Ai |= ϕ} for all ϕ ∈ Th(M).

Exercise 2.2.1. Hint: Let T be a finitely satisfiable theory. Consider the
set I of all finite subsets of T . For every Δ ∈ I choose a model AΔ. Find a
suitable ultrafilter F on I such that

∏
Δ∈I AΔ/F is a model of T .

Exercise 2.3.1. Part 2. If e is a new element of an elementary extension
and if f and g are almost disjoint, then f(e) and g(e) are different.
3. Let Q be a proper elementary extension. Show first that Q contains a
positive infinitesimal element e. Then show that for every r ∈ R there is an
element qr such that Pr(qr) and Qr(qr + e) are true in Q.

Exercise 2.3.3. For every prime p, ACFp has a model which is the union
of a chain of finite fields.

Chapter 3. Quantifier elimination

∗
Exercise 3.1.1. We imitate the proof of Lemma 3.1.1. That a) implies b)

is clear. For the converse consider an element y1 of Y1 and Hy1 , the set of all
elements of H containing y1. Part b) implies that the intersection of the sets
in Hy1 is disjoint from Y2. So a finite intersection hy1 of elements of Hy1 is
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disjoint from Y2. The hyi , y1 ∈ Y1, cover Y1. So Y1 is contained in the union
H of finitely many of the hyi . Hence H separates Y1 from Y2.

Exercise 3.2.3. Hint: For any simple existential formula write down the
equivalence to a quantifier-free formula. Show that this is equivalent to an
∀∃-sentence and that T is axiomatised by these.

Exercise 3.3.1. Like the proof of Theorem 3.3.2 with order-preserving
automorphisms replaced by edge-preserving ones.

∗
Exercise 3.3.2. The cases ACF,RCF are easy. So we concentrate on

DCF0. Clearly, the algebraic closure of the differential field generated by
A is contained in the model-theoretic algebraic closure. For the converse,
let K0 be an algebraically closed differential field and a0 an element not in
K0. If dim(a0/K0) is infinite, then a0 and all its derivatives have the same
type over K0, so a0 is not not model-theoretically algebraic over K0. If
dim(a0/K0) = n > 0, consider the minimal polynomial f of a0 over K0. Let
K1 be a d -closed extension of K0 containing a0. Then f remains irreducible
over K1 and there is some a1 whose minimal polynomial over K1 is f. Now
extendK1 to some fieldK2 containing a1 etc.. In this way we obtain an infinite
sequence of distinct elements having the same type overK0 as a0, showing that
a0 is not algebraic over K0 in the sense of model theory.

Exercise 3.3.3. Let K be algebraically closed, X = {a | K |= �(a, b)} a
definable subset of Kn and suppose that f : X → X is given by an n-tuple of
polynomials f(x, b). We may assume that �(x, z) is quantifier-free. We want
to show that K satisfies

∀y
(
∀x
(
ϕ(x, y)→ ϕ(f(x, y), y)

)
∧

∀x, x′
(
ϕ(x, y) ∧ ϕ(x′, y) ∧ f(x, y) .= f(x′, y)→ x .= x′

)
→

∀x′
(
ϕ(x′, y)→ ∃x(ϕ(x, y) ∧ f(x, y) .= x′)

))
.

This is obviously true in finite fields (even in all finite LRing-structures) and
logically equivalent to an ∀∃-sentence. So the claim follows from Exercise
2.3.3.
For the second part use Exercise 6.1.14 and proceed as before.

Chapter 4. Countable models

∗
Exercise 4.2.1. The set [ϕ] is a singleton if and only if [ϕ] is non-empty

and cannot be divided into two non-empty clopen subsets [ϕ∧�] and [ϕ∧¬�].
This means that for all � either � or ¬� follows from ϕ modulo T . So [ϕ] is
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a singleton if and only if ϕ generates the type

〈ϕ〉 = {�(x) | T � ∀x (ϕ(x)→ �(x))},

which of course must be the only element of [ϕ].
This shows that [ϕ] = {p} implies that ϕ isolates p. If, conversely, ϕ

isolates p, this means that 〈ϕ〉 is consistent with T and contains p. Since p is
a type, we have p = 〈ϕ〉.

Exercise 4.2.2. a): The sets [ϕ] are a basis for the closed subsets of Sn(T ).
So the closed sets of Sn(T ) are exactly the intersections

⋂
ϕ∈Σ[ϕ] = {p ∈

Sn(T ) | Σ ⊆ p}.
b): The setX is the union of a sequence of countable nowhere dense setsXi .

We may assume that the Xi are closed, i.e., of the form {p ∈ Sn(T ) | Σi ⊆ p}.
That Xi has no interior means that Σi is not isolated. The claim follows now
from Corollary 4.1.3.

Exercise 4.2.3. LetX = {tp(a0, a2, . . . ) | the ai enumerate a model of T}.
Consider for every formula ϕ(v̄, y) the set Xϕ = {p ∈ S� | (∃yϕ(v̄, y) →
ϕ(v̄, vi)) ∈ p for some i}. The Xϕ are open and dense and X is the intersec-
tion of the Xϕ .

∗
Exercise 4.2.5. The homeomorphism from Sm(aB) to the fibre above

tp(a/B) is given by tp(c/aB)  → tp(ca/B).
∗
Exercise 4.3.9. Assume that A is κ-saturated, B a subset of A of smaller

cardinality than κ andp(x, ȳ) a (n+1)-type overB . Let b̄ ∈ A be a realisation
of q(ȳ) = p � ȳ and a ∈ A a realisation of p(x, b̄). Then (a, b̄) realises p.
∗
Exercise 4.3.13. If B is �-saturated and elementarily equivalent to A,

then the set of all isomorphisms between finitely-generated substructures that
are elementary partial maps in the sense of A and B is non-empty, and has
the back-and-forth property.
Now assume that A andB are partially isomorphic via I; they are elemen-

tarily equivalent by Exercise 1.3.5. Consider a finite subset B0 of B and a
type p ∈ S(B0). There is an f ∈ I which contains B0 in its image. Choose a
realisation a of f−1(p) in A and an extension g ∈ I of f which is defined on
a. Then g(a) realises p.

∗
Exercise 4.4.1. If M and M′ are K-saturated, consider the set I of all

isomorphisms between finitely-generated substructures ofM andM′.

Exercise 4.5.1. Let n be such that Sn(T ) uncountable. Prove that there is a
consistent formulaϕ such that both [ϕ] and [¬ϕ] are uncountable. Inductively
we obtain a binary tree of consistent formulas; see proof of Theorem 5.2.6(2).
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Chapter 5. ℵ1-categorical theories

Exercise 5.1.2. To ease notation we replace the partition by a function � :
[A]n → {1, . . . , k}. Fix a non-principal ultrafilterU onA. For each s ∈ [A]n−1
choose c(s) such that {a ∈ A | �(s ∪ {a}) = c(s)} belongs to U . Construct
a sequence a0, a1, . . . of distinct elements such that �(s ∪ {an}) = c(s) for all
s ∈ [{a0, . . . , an−1}]n−1. Apply induction to c restricted to [{a0, a1, . . . }]n−1.

Exercise 5.2.1. Let T define a linear ordering of the universe. By Exer-
cise 8.2.8 there is a linear ordering J of bigger cardinality than κ which has
a dense subset of cardinality κ. A compactness argument shows that T has
a model with a subset B which is order-isomorphic to J . Let A be a dense
subset of B of cardinality κ. Then all elements of B have different types over
A and so | S(A)| ≥ |B | > κ.

Exercise 5.2.3. As an example consider formulas ϕ0(x), ϕ1(x), . . . with-
out parameters such that ϕn(x) implies ϕn+1(x). We have to show that
Φ = {ϕn | n < �} is realised in M =

∏
i<� Ai /F if each ϕn is realised in

M. For each n there is a Bn ∈ F such that, for all i ∈ Bn, ϕn is realised in
Ai . We may assume that the Bn are descending and have empty intersection
since F is non-principal. Now for every i ∈ B0 let n be maximal with i ∈ Bn.
Choose an element ai which realises ϕn in Ai . For i outside B0 chose ai ∈ Ai
arbitrary. Then the class of (ai)i<� realises Φ inM.

∗
Exercise 5.2.5. If T is totally transcendental, each reduct is also totally

transcendental. The converse follows from the observation that a binary tree
contains only countably many formulas.

∗
Exercise 5.2.6. If T is κ-stable, then | Sn(∅)| ≤ κ. Choose for any two

n-types over the empty set a separating formula. Then any formula is logically
equivalent to a finite Boolean combination of these κ-many formulas.

Exercise 5.3.2. a)⇒ b): Let A be a countable subset of the modelM. A
prime extension of A is just a prime model of TA = Th(MA). So the claim
follows from Theorem 4.5.7.
b)⇒ c): Assume that A is contained in the modelM and that the isolated

types are not dense over A. So there is a consistent L(A)-formula ϕ, which
does not contain a complete L(A)-formula. Add a predicate P for the set A
and consider the L ∪ {P}-structure (M, A). Choose a countable elementary
substructure (M0, A0) which contains the parameters of ϕ. Then ϕ does not
contain a complete L(A0)-formula.
c)⇒ a): Like the proof of 5.3.3.

Exercise 5.5.4. Clearly, T (q) is complete 
-stable if and only if T is. It is
also clear that if T (q) has a Vaughtian pair then so does T . For the converse
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use a construction as in Theorem 5.5.2 to find a Vaughtian pairM ≺ N such
that q is realised in N.

Exercise 5.5.7. Hint: Use Exercise 5.5.6.

Exercise 5.6.1. If p ∈ S(A) is not algebraic, then all n-types
q(x1, . . . , xn) = {xi , i = 1, . . . , n, satisfies p and the xi are pairwise distinct}
are consistent and hence realised inM.

∗
Exercise 5.6.2. If ci ∈ acl(Acn) for some i < n, let a0 . . . an realise

tp(c0 . . . cn/A) with a0 . . . an−1 /∈ acl(AB). Then an /∈ B . If ci �∈ acl(Acn)
for all i < n, realise tp(cn/A) by some an /∈ B and then tp(c0 . . . cn−1/Aan)
outside B .

Exercise 5.7.2. Prove that the theory eliminates quantifiers.

Chapter 6. Morley rank

∗
Exercise 6.1.2. Fix any modelM which contains A. If b is not algebraic

over A, then b has a conjugate over A which does not belong to M . This
implies thatM has a conjugateM ′ over A which does not contain b.
Note that Exercise 5.6.2 implies that if C is any set without elements alge-
braic over A, there is a conjugateM ′ ofM which is disjoint from C .

Exercise 6.1.3. Choose special models Ai of Ti of the same cardinality
and observe that a reduct of a special model is again special.

Exercise 6.1.4. If � does not exist, the setT ′ of allL-sentences � such that
� ϕ1 → � or � ¬ϕ2 → � is consistent. Choose a complete L-theory T which
contains T ′ and apply Exercise 6.1.3 to T1 = {ϕ1}∪T and T2 = {¬ϕ2}∪T ′.

Exercise 6.1.5. We use the criterion of Exercise 2.1.2(2). Let C be the
class of all reducts of models of T ′ to L. It is easy to see that C is closed
under ultraproducts. If A belongs to C and B is elementarily equivalent to
A, consider an expansion A′ of A to a model of T ′. Now choose two special
elementary extensions A′ ≺ D′,B ≺ E of the same cardinality. Then D ∼= E
belongs to C.

Exercise 6.1.6. Let |A| < κ and p = p(xi)i<κ be a κ-type over p. Denote
by pα the restriction of p to the variables (xi)i<α . Construct a realisation
(ai)i<κ of p inductively: if (ai)i<α realises pα , choose aα as a realisation of
pα+1((ai)i<α, xα).

Exercise 6.1.8. 1) Construct an elementary chain (Mα)α<κ of structures
of cardinality 2<κ such that all types over subsets of Mα of cardinality less
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than κ are realised in Mα+1. This is possible because for regular κ a set of
cardinality 2<κ has at most 2<κ-many subsets of cardinality less than κ.
Part 2) follows from 1) since 2<κ = κ.
∗
Exercise 6.1.11. If B ⊆ dcl(A), every formula with parameters in B is

equivalent to a formulawith parameters inA. So every type overA axiomatises
a type over B . This proves 1)⇒ 2). For the converse show that b ∈ dcl(A) if
tp(b/A) has a unique extension to Ab.
∗
Exercise 6.1.12. If ϕ(a, b) is a formula witnessing b ∈ dcl(a), let D

equal the class of elements x for which there is a unique y with ϕ(x, y)
and let f : D → E denote the corresponding map, which we may assume
to be surjective. If furthermore a ∈ dcl(b) is witnessed by �(y, x) and a
function g : E1 → D1, we get a 0-definable bijection {(x, y) ∈ E×D1|f(x) =
y and g(y) = x}.
Exercise 6.1.13. Use Exercise 3.3.2.

Exercise 6.1.14. Use Exercise 6.1.13 and compactness.

Exercise 6.1.16. By induction on n. We distinguish two cases. First
assume that for some i < 0,Hn ∩Hi has finite index inHn. We can then cover
every coset ofHn by finitely many cosets ofHi . SinceG is not a finite union of
cosets ofH0, . . . , Hn−1, we are done. Now assume that allH ′

i = Hn ∩Hi have
infinite index in Hn. Assume towards a contradiction that G is a finite union
of cosets of the H0, . . . , Hn. Since Hn has infinite index in G , there must be
a coset of Hn which is covered by a finite number of cosets of H0, . . . , Hn−1.
This implies that Hn is a finite union of cosets of the H ′

i , i < n, which is
impossible by induction.
∗
Exercise 6.1.17. To see that Exercise 6.1.16 implies Exercise 6.1.15

consider the subgroups Hi := Gci , i ≤ n, each of infinite index in G . The
finitely many cosets ajHi with aj(ci) ∈ B, i ≤ n, do not cover G , so there is
some g ∈ G such that for all i ≤ n we have g(ci) /∈ B .
For the converse, let H1, . . . , Hn ≤ G be subgroups of infinite index, and

consider the action of G on the disjoint union of the G/Hi by left translation.
By Exercise 6.1.15, for any a1, . . . , an ∈ G there is some g ∈ G such that for
all i ≤ n we have g(1 ·Hi) /∈ aiHi , proving Exercise 6.1.16.
∗
Exercise 6.2.1. Let ϕ(x, a) be defined from the parameter tuple a ∈ M .

There is an infinite family (ϕi(x, bi)) of pairwise inconsistent formulas of
Morley rank ≥ α which imply ϕ(x, a). Since M is �–saturated, there is a
sequence (ai) inM such that tp(a, a0, a1, . . . ) = tp(a, b0, b1, . . . ).

Exercise 6.2.2. Let I be the set of all i for which ϕ ∧ �i has rank α. The
hypothesis implies that all k-element subsets of I contain two indices i, j such
that ϕ ∧ �i �∼α ϕ ∧ �j . So |I | ≤ (k − 1)MDϕ.
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Exercise 6.2.3. Let G0 be the intersection of all definable subgroups of
finite index; it is definable by Remark 6.2.8. If N is a finite subgroup which is
normalised by G , the centraliser of N in G is a definable group of finite index
in G0.

Exercise 6.2.4. LetM be an �-saturated model and let p be a type over
M of Morley rank α and degree n, witnessed by ϕ(x,m) ∈ p. If n > 1, there
is a formula �(x, b) such that ϕ(x,m)∧�(x, b) and ϕ(x,m)∧¬�(x, b) both
have Morley rank α. Choose a ∈ M with tp(a/m) = tp(b/m). Then both
formulas ϕ(x,m) ∧ �(x, a) and ϕ(x,m) ∧ ¬�(x, a) have rank α and degree
less than n and one of these formulas belongs to p, contradicting the choice
of ϕ(x,m).

Exercise 6.2.5. Assume that there is a formula ϕ(x, b) of rank ≥ |T |+.
Construct a binary tree of formulas (ϕs(x, ys) | s ∈ <�2) belowϕ(x, b) so that
for all k and all α < |T |+ there are parameters as such thatMRϕs(x, as) ≥ α
for all s with |s | = k. Conclude that MRϕ(x, b) =∞,

∗
Exercise 6.2.8. Let a be in acl(A) and a1, . . . , an the conjugates of a over

A. Then ϕ(x, a) and ϕ(x, a1) ∧ · · · ∧ ϕ(x, an) have the same Morley rank.

Exercise 6.4.1. In a pregeometry a finite setA is independent fromB over
C if and only if dim(A/BC ) = dim(A/C ). Now use Theorem 6.4.2.

∗
Exercise 6.4.2. Assume that abC is independent from B and apply

Proposition 6.4.9.

Exercise 6.4.4. The first two inequalities follow easily from Lemma 6.4.1.
For the third inequality we may assume that A has Morley degree 1. We
distinguish two cases:
a) �gen > 0. Let Di be an infinite family of disjoint definable subclasses of

B defined over C ′ ⊃ C . Choose a ∈ A which has rank α over C ′. For some
i the rank of f−1(a) ∩ Di is bounded by some � ′gen < �gen. By induction we
have MR(Di) ≤ � · α + � ′gen < � · α + �gen.
b) �gen = 0. Then A contains a definable subclass A′ of rank α over which
all fibres are finite. By the second inequality we then have MR(f−1(A′)) ≤
α ≤ � · α. If A′ �= A we have MR(A \ A′) = α′ < α and by induction
MR(f−1(A \ A′)) ≤ � · α′ + � ≤ � · α.

Exercise 6.4.5. The language L contains a binary relation symbol E and
unary predicate Pin for all n and i ≤ n, and T says that E is an equivalence
relation with infinite classes, the Pin are infinite and disjoint and for each n the
union of P0n ∪ ḑots ∪ Pnn is an E-equivalence class.
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Chapter 7. Simple theories

Exercise 7.1.3. If p forks overA, there is some ϕ(x,m) ∈ p which implies
a conjunction

∨
�<d ϕ�(x, b) of formulas which fork overA. Choose a tuple b

′

inM which realises the type of b over Am. The formulas ϕ�(x, b′) fork over
A and one of them belongs to p.
∗
Exercise 7.1.4. Let q be A-invariant. Use Lemma 7.1.4 to show that q

does not divide overA: if �(x, b) belongs to q, then all the �(x, bi) also belong
to q. That q does not fork over A follows from Exercise 7.1.3.
∗
Exercise 7.1.5. p contains a formula ϕ which divides over A. So there

are κmany αi ∈ Aut(M/A) such that the system of all αi(ϕ) is k-inconsistent.
This implies that κ many of the αi(p) must be distinct.

Exercise 7.1.6. The type p(x) forks over the empty set since it implies the
disjunction of cyc(0, x, 3) and cyc(2, x, 1).
∗
Exercise 7.1.7. This is just a variant of Proposition 7.1.6. Let I = (bi |

i < �) be a sequence of A-indiscernibles containing b such that (ϕ(xbi) | i <
�) is k-inconsistent. Since tp(a/Ab) does not divide over A, we can assume
that I is indiscernible over Aa.
Exercise 7.2.1. Let (pα)α∈|T |+ be a chain of types with pα ∈ S(Aα). Their
union

⋃
α∈|T |+ pα does not fork over a subset A

′ of
⋃
α∈|T |+ Aα of cardinality

at most |T | by Proposition 7.2.5 (Local Character) and Proposition 7.2.15.
Since A′ ⊆ Aα for some sufficiently large α ∈ |T |+, from that value of the
index onwards the chain no longer forks. (Note that this property is just a
reformulation of Local Character for κ = |T |+.)
For the last sentence note that otherwise the types pα = tp(c/A{b� | � <

α}) would contradict the first part.
∗
Exercise 7.2.2. Let q = tp(b/B) and r = tp(c/C ). Find an A-automor-

phism which maps c to b and C to C ′ such that B |�Ab
C ′. Then r′ =

tp(b/C ′) and s = tp(b/BC ′) are as required: we haveB |�A
b, which together

with B |�Ab
C ′ yields B |�A

C ′b from which b |�C ′ B .

Exercise 7.2.3. By monotonicity and symmetry it suffices to show that aX
and aY\X are independent overA. So we can assume thatX andY are disjoint
and, by finite character, that X and Y are finite. We proceed by induction
on |X ∪ Y |. Let z ∈ X ∪ Y be maximal. By symmetry we may assume that
z ∈ Y . Then az is independent from aX∪Y\{z}. The claim now follows from
the induction hypothesis and transitivity.
∗
Exercise 7.2.4. This follows from the fact that if (bi | i < �) is indis-

cernible over A, there is an A-conjugate B ′ of B such that (bi | i < �) is
indiscernible over B ′.
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Exercise 7.2.5. Up to symmetry this is only a reformulation of Mono-
tonicity and Transitivity.

Exercise 7.2.6. For ease of notation we restrict to the following special
case: If b1b2 is independent from C , we have

b1 |� b2 ⇐⇒ b1 |�
C

b2

since by Corollary 7.2.18 both sides of this equivalence are equivalent to the
triple (b1, b2, C ) being independent. (For the direction from right to left it
suffices in fact to assume that b1 and b2 are independent from C individually.)

∗
Exercise 7.2.7. The hypothesis implies a |�AB

C . Now the claim follows
from Remark 7.1.3.

Exercise 7.3.1. Let I be the sequence b = b0, b1, . . . . Use Proposi-
tion 7.3.6 and induction on n to show that

⋃
{�(x, bi) | i < 2n} does not fork

over A. So we find a realisation of
⋃
{�(x, bi) | i < �} which is independent

from I over A. That one can choose c in such a way that I is indiscernible
over Ac follows from Lemma 5.1.3 and Finite Character.

Exercise 7.3.2. 1. Let (ci | i < �) be an antichain for �1 ∧ �2. Then
by Ramsey’s theorem there is an infinite A ⊆ � such that (ci | i ∈ A) is an
antichain for �1 or for �2.
2. If �∼(x, y) is not thick, it has, by compactness, antichains (ci | i ∈ I )
indexed by arbitrary linear orders I . If I∼ is the inverse order, (ci | i ∈ I∼)
is an antichain for �.
3. Consider � ∧ �∼.

Exercise 7.3.3. Choose an A-conjugate c of b, different from b, and set
B = b and C = c.

Exercise 7.3.5. Show that a |�
0
A
A with Existence and use Monotonicity

and Transitivity.

Exercise 7.3.6. Let p ∈ S(M ) with two different non-forking extensions
to B ⊃ M . Let B0, B1, . . . be an M -independent family of conjugates of
B . Then on each Bi there are two different extensions q0i , qi of p. Now by
the independence theorem for any function � : � → 2 there is a non-forking
extension q� of p to

⋃
i<� Bi , which extends every each q

�(i)
i .

Exercise 7.4.1. If α ∈ Aut(C) has the given property, choose a model
M of size |T | and � ∈ Autf(C) with � � M = α � M . Then α�−1 ∈
Aut(C/M ) ⊆ Autf(C).

Exercise 7.4.2. If � is thick and defined over A, the conjunction of the
A-conjugates of � is thick and defined over A.
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Exercise 7.4.3. Extend B and C to models MB and MC such that
MB |�A

MC , b |�A
MB and c |�A

MC . Now it suffices to find some d such
that d |�A

MBMC , tp(d/MB) = tp(b/MB) and tp(d/MC ) = tp(c/MC ).

Exercise 7.4.4. We have to show that for every thick �(x, y) the formula
�(x, a) does does not divide overA. So let a = a0, a1, . . . be indiscernible over
A. Then |= �(ai , aj) for all i, j. This shows that {�(x, ai) | i < �} is finitely
satisfiable. If T is simple and B is any set, choose a′′ independent from B over
A such that ncA(a′′, a). Finally choose a′ such that tp(a′/Aa) = tp(a′′/Aa)
and a′ |�Aa

B .

Exercise 7.4.5. If I is an infinite sequence of indiscernibles over A, then
I is indiscernible over some model which contains A.

Exercise 7.4.6. Use the Erdős–Rado Theorem C.3.2.

Exercise 7.4.7. Let R be bounded and A-invariant and a0, a1, . . . indis-
cernible over A. Show that R(ai , aj) for all i < j.

Exercise 7.4.8. This follows from Exercise 7.4.7(c).

Exercise 7.5.1. If K is a subfield of Falgp , consider the set I = {i | Fpi ⊆
K}. If F is an ultrafilter on I which contains {j ∈ I | i |j} for all i ∈ I , then
K is the absolute part of

∏
i∈I Fpi /F .

Exercise 7.5.2. Use Corollary 7.5.3 and Remark B.4.12.

Chapter 8. Stable theories

Exercise 8.1.1. If q is a coheir of p, the sets ϕ(M ), ϕ ∈ q are non-empty
and closed under finite intersections. So there is an ultrafilter F onM which
contains all ϕ(M ).

Exercise 8.1.2. Consider a Morley sequence of a global coheir extension
of tp(a/M ) = tp(b/M ) overM .

Exercise 8.1.3. Use Exercise 7.1.1.

Exercise 8.1.4. We may assume that � has Morley degree 1 and do
induction on MR� = α. If α = � + 1, choose an infinite disjoint family of
M -definable classes �i(C) ⊆ �(C) of rank � = MR(� ∧¬ϕ) <MR�. Then
MR(�i ∧ ϕ) = � for some i and �i ∧ ϕ is realised inM by induction. If α
is a limit ordinal, choose some definable �′(C) ⊆ �(C) with MR(� ∧ ¬ϕ) <
MR(�′) < α and apply the induction hypothesis to �′ and �′ ∧ ϕ.
The second part follows from the first.
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Exercise 8.1.5. If b′ is another realisation of q(y) � B and a′ realises
p(x) � Bb′ there is aB-automorphism α taking b′ to b. If p(x) isA-invariant,
α(a′) realises tp(a/Bb) and so p(x) ⊗ q(y) is well defined. The same proof
shows p(x)⊗ q(y) to be A-invariant if p, q both are A-invariant.
∗
Exercise 8.2.1. If ϕ(x, y) has the order property witnessed by a0, a1, . . .

and b0, b1, . . . , then the sequence a0b0, a1b1, . . . is ordered by the formula
ϕ′(xy, x′y′) = ϕ(x, y′). The converse is obvious.

Exercise 8.2.3. The formula xRy has the binary tree property.

Exercise 8.2.5. If ϕ(x, y) has SOP, the formula �(x, y1, y2) = ϕ(y1, x) ∧
¬ϕ(y2, x) has the tree property with respect to k = 2.

Exercise 8.2.6. Hint: if T is unstable, there are a formula ϕ(x, y) and
indiscernibles (aibi | i ∈ Q) with |= ϕ(ai , bj) ⇔ i < j. If ϕ does not have
the independence property, there are finite disjoint subsets J,K ofQ such that
ΦJ,K (y) = {ϕ(ai , y) | i ∈ J} ∪ {¬ϕ(ai , y) | i ∈ K} is inconsistent. Not all of
J can be less than all elements ofK . Choose J andK minimising the number
of inversions F = {(j, k) ∈ J × K | k < j}. Choose (j, k) ∈ F so that the
interval (k, j) does not contain any elements of J ∪ K . Write J = J0 ∪ {j}
and K = K0 ∪ {k}. Then ΦJ0∪{k},K0∪{j}(y) is consistent and the formula
(with parameters) ∧

ΦJ0,K0 (y) ∧ ¬ϕ(x, y)

has the strict order property.

∗
Exercise 8.2.7. a)⇒ b): A type p ∈ S(A) is determined by the family of

all pϕ , the ϕ-parts of p. Hence

|S(A)| ≤
∏
ϕ

|Sϕ(A)| ≤
∏
ϕ

|A| = |A||T | .

So if |A| = 
 and 
|T | = 
, then |S(A)| ≤ 
.
b)⇒ c): Clear.
c)⇒ a): Follows directly from Theorem 8.2.3, a)⇒b).
The last assertion follows from Lemma 5.2.2.

Exercise 8.2.8. See the proof of 8.2.3, a) ⇒ d). Let A =
{
0, 12 , 1

}
. We

embed I into �A by extending sequences from I0 to a sequence of length�with
constant value 12 . We order I by the ordering induced from the lexicographic
ordering of �A.

Exercise 8.2.9. If �(x, y) is a Boolean combination of ϕ0(x, y) and
ϕ1(x, y), show that the �-type of a tuple over B is determined by its ϕ0(x, y)-
type and its ϕ1(x, y)-type. So we have | S�(B)| ≤ | Sϕ0 (B)| · | Sϕ1 (B)|.



D. Solutions to exercises 225

Exercise 8.2.10. 1. Since Rϕ(�) = ∞, as in Theorem 6.2.7, there is a
binary tree of consistent formulas of the form � ∧ �, � ∈ Φ. Now we follow
the proof of Theorem 5.2.6 and conclude first that over some countable A
there are uncountable many ϕ-types which contain �. This implies then that
ϕ(x, y) has the binary tree property. Again by the proof of 6.2.7 this implies
that Rϕ(�) =∞.
2. If � < Rϕ(�), there is a formula ϕ(x, a) such that �(x) ∧ ϕ(x, a)
and �(x) ∧ ϕ(x, a) have rank at least � . So if � ≤ Rϕ(�), then ϕ would
have binary trees of arbitrary finite height and so would have the binary tree
property.

∗
Exercise 8.2.11. Assume that the tree property of ϕ is witnessed by the

parameters A = {as | s ∈ <��}. If ϕ has the tree property with respect to
k = 2, it is easy to see that ϕ has the binary tree property.
For the general case we make use of Exercise 8.2.10: if ϕ is stable, all ϕ-
ranks are less than �. It follows that there is a sequence � ∈ �� such that
the ϕ-ranks of the formulas

∧
1≤i<n ϕ(x, a��i) are strictly decreasing, which is

impossible.

Exercise 8.3.1. Let T be the theory of an equivalence relations with three
infinite classes. There is only one 1-type over the empty set, and this does not
have a good definition.

Exercise 8.3.2. Six of the eight possible cases are realised by 1-types. For
the cases (¬D, C, I, ¬H), (¬D, ¬C, I, H) use 2-types and for the case (¬D,
¬C, I, ¬H) a 3-type.

Exercise 8.3.3. Let �n : Sn(B) → Sn+1(B) be a continuous section. For
any n-tuple c if �n maps tp(c/B) to p(x, y), then pc = p(x, c) is a type
over cB . Continuity implies that for every ϕ(x, y) there is a B–formula
�(y) such that for all c we have ϕ(x, c) ∈ pc ⇔ |= �(c). The following
coherence condition ensures that p =

⋃
c∈C pc is consistent. For any map

s : {1, . . . , m} → {1, . . . , n} let s# : Sn(B) → Sm(B) and s∗ : Sn+1(B) →
Sm+1(B) be the associated natural restriction maps. Then coherence means
�m ◦ s# = s∗ ◦ �n.

Exercise 8.3.4. Consider the Boolean algebra of allM -definable subsets
of ϕ(M )n and the subalgebra of ϕ(M )-definable subsets. The two algebras
coincide if and only if they have the same Stone spaces (see p. 49). For the
second part note that – ifϕ(C) has a least two elements – then for every�(x, y)
there is a formula �(x, z) such that every class �(x, b) which is a subclass of
ϕ(C)n has the form �(C, c) for some c ∈ ϕ(C).

Exercise 8.3.5. 1. Prove that formulas with Morley rank are stable. The
proof that totally transcendental theories are stable on page 134 is similar.
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2. It is enough to find dp x ϕ(x, y) for stable ϕ(x, y). Use the proof of
Theorem 8.3.1.
3. Use the proof of Corollary 8.3.3 and Remark 8.2.2.

Exercise 8.3.6. The proof follows the pattern of the proof of the Erdős–
Makkai Theorem C.2.1. Assume that B∗ = {b ∈ B | ϕ(x, b) ∈ p} is not a
positive Boolean combination of sets of the form {b ∈ B ||= ϕ(c, b)}, c ∈ C .
Construct three sequences (b′i | i < n) in B∗, (b′′i | i < n) in B \ B∗ and
(ci | i < n) in C such that for all i < n

|= ϕ(ci , b′n) ⇒ |= ϕ(ci , b′′n )

and for all i ≤ n

|= ϕ(cn, b′i ) and |= ¬ϕ(cn, b′′i ).

Exercise 8.3.7. Show first that there is a finite sequence Δ1, . . . ,Δn such
that every ϕ-type is definable by an instance of one of the Δi . (Otherwise the
L∪ {P, c}-theory stating that in a model of T the ϕ-part of the type of c over
P is not definable would be consistent.)

Exercise 8.3.8. Hint: If q is a weak heir of p, then Dϕ(q) = Dϕ(p) where
Dϕ(p) is defined as the minimum of Dϕ(�) for � ∈ p. The argument in
Theorem 8.3.1 now shows that q is definable overM .

Exercise 8.3.9. Letp be the global extensionof tp(a/M )which is definable
over M . By Lemma 8.1.5 tp(a/Mb) is an heir of tp(a/M ) if and only if
tp(a/Mb) ⊆ q, i.e., if and only if ϕ(x, b) ∈ tp(a/Mb)⇔ |= dp xϕ(x, b). So if
q is the globalM -definable extension of tp(b/M ), we have that tp(a/Mb) is an
heir of tp(a/M ) if and only if ϕ(x, b) ∈ tp(a/Mb)⇔ |= dp xϕ(x, y) ∈ q(y).
Lemma 8.3.4 implies now that tp(a/Mb) is an heir of tp(a/M ) if and only if
tp(b/Ma) is an heir of tp(b/M ).

Exercise 8.3.10. One direction follows from Exercise 8.1.3. For the other
direction assume that ϕ does not fork over A. Then ϕ is contained in a global
type p which does not fork over A. Apply Corollary 8.3.7.

Exercise 8.4.1. D is definable from some some tuple d ∈ D. Any such d
is a canonical parameter for D.

Exercise 8.4.2. Let e be an imaginary and A the smallest algebraically
closed set in the home sort over which e is definable. Then e is definable
from a finite tuple a ∈ A. Since every automorphism which fixes e leaves A
invariant, all elements of A are algebraic over e.
For the converse let a ∈ acl(e) be a real tuple over which e is definable. Then
A = acl(a) is the smallest algebraically closed set over which e is definable.
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Exercise 8.4.3. Infset and DLO have the following property: if A, B are
finite sets and if the tuples a and b have the same type over A ∩ B , then there
is a sequence a = a0, b0, . . . , an, bn = b such that ai and bi have the same type
over A and bi and ai+1 have the same type over B . This implies that for every
definable class D there is a smallest set over which D is definable.
Infset does not eliminate imaginaries since no finite set with at least two

elements has a canonical parameter.

∗
Exercise 8.4.4. Let q1 and q2 be extensions of p toB . Choose realisations

a1, a2 of q1, q2, respectively. There is an α ∈ Aut(C/A) taking a1 to a2. Since
α(B) = B , we have α(q1) = q2.

Exercise 8.4.5. Let p ∈ S(A) be algebraic. If p is realised by b ∈ dcl(B),
then dp xϕ(x, y) = ϕ(b, y) is a good definition of p over B . Conversely, if q
is an extension of p toM , then q is realised by some b inM and dq x(x

.= y)
defines the set {b}. So if q is definable over B , then b ∈ dcl(B).

Exercise 8.4.6. Let d be a canonical parameter of D = ϕ(C, d ). If d ′ has
the same type as d , we have

ϕ(C, d ′) = D ⇒ d ′ = d.

By compactness this is true for all d ′ which satisfy some �(x) ∈ tp(d ).
Consider the L ∪ {P}-formula �(x, P) = �(x) ∧ ∀y (ϕ(y, x)↔ P(y)).
∗
Exercise 8.4.7. 1. Let ϕ(x, a) ∈ p have the same Morley rank as p and

be of degree 1. Then �dx ϕ(x, y)� is a canonical base of p.
2. Use Part 1 and Exercise 8.4.1.

∗
Exercise 8.4.9. If stp(a/A) �= stp(b/A) there is an acl(A)-definable class

D = ϕ(x, a) with |= ϕ(a, a) and �|= ϕ(b, a). By Lemma 8.4.4, D is the union
of equivalence classes of anA-definable finite equivalence relationEa , proving
the claim.

Exercise 8.4.10. The correspondence is given by H = Stab(A) and
A = Fix(H ). That A = Fix(Stab(A)) for definably closed A follows from
Corollary 6.1.12(1). To see that H = Stab(Fix(H )) for closed subgroups H ,
we have to show that every g ∈ Stab(Fix(H )) agrees on every finite tuple b
with some element h of H . To this end let a be a canonical parameter of
the finite set Hb. Then a is fixed by H and therefore also fixed under g. So
g(Hb) = Hb, which implies that gb = hb for some h ∈ H .

Exercise 8.5.1. Show that the two conditions are equivalent to each of the
following

1. tp(a/K) has a unique extension to K sep;
2. K(a) ∩K sep = K .
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Exercise 8.5.2. Let P be the set of all strong types over A which are
consistent with p, and Q be the set of all strong types which are consistent
with q. Both P and Q are closed subsets of S(acleq(A)) and are disjoint since
strong types are stationary. So they can be separated by a formula ϕ(x) over
acleq(A). By Lemma 8.4.4, ϕ(C) is a union of classes of a finite A-definable
equivalence relation E(x, y).

Exercise 8.5.4. Use the second part of Exercise 8.3.5. The first claim can
now be proved like Theorem 8.5.1.
The second claim is proved like Corollary 8.5.3, but wemust bemore careful
and use the ϕ-rank introduced in Exercise 8.2.10. We call the minimal ϕ-rank
of a formula in a type p the ϕ-rank of p. Let A = acleq(A), p ∈ S(A) a
stable type and p′ and p′′ two non-forking global extensions. Then p′ and p′′

are definable over A. We want to show that ϕ(x, b) ∈ p′ ⇔ ϕ(x, b) ∈ p′′.
We may assume that ϕ(x, y) is stable (containing parameters from A). Let
q(y) be a global extension of tp(b/A) which has the same ϕ∼-rank, where
ϕ(x, y)∼ = ϕ(y, x). Since there are only finitely many possibilities for the
ϕ-part of q, the ϕ-part is definable over A. Now the claim follows from an
adapted version of Lemma 8.3.4.
We still have to show that p has a non-forking global extension, i.e., an
extension which is definable over A. Choose for every stable ϕ(x, y) a global
extension of p with the same ϕ-rank. By the above the ϕ-part pϕ of this
extension is definable over A and as such is uniquely determined. It remains
to show that the union of all pϕ is consistent. Consider a finite sequence
ϕ1(x, y), . . . , ϕn(x, y) of stable formulas. Choose a stable formula ϕ(x, y, z)
such that every instance ϕi(x, b) has the form ϕ(x, b, c) for some choice of c.
Then pϕ contains all pϕi for i = 1, . . . , n.

∗
Exercise 8.5.5. 1. Argue as in the second part of the proof of Theorem

8.5.10. Replace p � q by MR(p) = MR(q).
2. By the first part of Exercise 8.3.5 p is stable. Let q be a global extension

of p. If MR(p) = MR(q), then q has only finitely many conjugates over
A. Since q is definable, this implies that q is definable over acleq(A). So by
Exercise 8.5.4, q does not fork over A. Now assume that q does not fork over
A. Using Exercise 6.2.8 we see that we can assume that A = acleq(A). Let q′

be an extension of p with the same Morley rank. Then q′ does not fork over
A. So by Exercise 8.5.4 q = q′.

∗
Exercise 8.5.6. Choose A1 ⊆ A of cardinality at most |T | over which p

does not fork. Let (pi) be the non-forking extensions of p � A1 to A. For
each L-formula ϕ(y, y) there are only finitely many different piϕ . Hence there
is a finite subset Aϕ of A such that for all i

(pi � Aϕ)ϕ = (p � Aϕ)ϕ =⇒ piϕ = pϕ.
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Now put A0 = A1 ∪
⋃
ϕ Aϕ .

If p has Morley rank, choose ϕ ∈ p having the same Morley rank and
degree as p. Any set A0 containing the parameters of ϕ does the job.

Exercise 8.5.7. 1: Easy.
2: Exercise 8.5.6 shows that it is enough to consider types p over a countable
set A. The multiplicity is the number of extensions of p to acl(A). These
extensions form a separable compact space. By Exercise 8.4.4, either all or
none of them are isolated. In the first case the space is finite; in the second, it
has cardinality 2ℵ0 .
3: Use Exercise 8.5.5.

Exercise 8.5.8. 1) Both a and a · b are interalgebraic over b. This implies
MR(a) = MR(a/b) = MR(a · b/b) ≤ MR(a · b). If MR(a) = MR(a · b),
we have MR(a · b/b) = MR(a · b) and a · b and b are independent.
2) Let b be independent from a. If a is generic, MR(a · b) cannot be bigger
than MR(a), so a · b and b are independent by part 1). For the converse we
choose b generic. Part 1) (with sides reversed) implies that a ·b is also generic.
If a · b and b are independent, it follows that MR(a) = MR(a · b) and a is
generic.

Exercise 8.5.9. For 1) notice that each line Ai consists of two elements
and their product.
For 2) note that by Exercise 8.5.8, if a, b, c are independent generics, then
a, b, b · c are again independent generics. If one applies this rule repeatedly
starting with a1, a2, a3, one obtains every non-collinear triple of our diagram.

Exercise 8.6.1. It follows from Remark 7.1.3 and Symmetry that a type
is algebraic if and only if it has no forking extensions. A type has SU-rank 1
if and only if the algebraic and the forking extensions coincide. So a type is
minimal if and only if it has SU-rank 1 and has only one non-forking extension
to every set of parameters.

Exercise 8.6.2. Use Exercise 7.1.5.

Exercise 8.6.4. This follows from Exercise 7.1.2.

Exercise 8.6.5. This follows easily fromExercise 7.2.5. Prove by induction
on α and �

SU(a/C ) ≥ α⇒ SU(ab/C ) ≥ SU(b/aC ) + α
SU(ab/C ) ≥ � ⇒ SU(b/aC )⊕ SU(a/C ) ≥ �.

Exercise 8.6.6. The first claim follows from Lemma 7.2.4(2) and the re-
mark thereafter. The second claim is easily proved using theDiamondLemma
(Exercise 7.2.2) and Exercise 7.1.7.
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Exercise 8.6.7. Totally transcendental theories are superstable by Corol-
lary 8.5.11. It follows also that the multiplicity of a type over arbitrary sets is
finite, namely equal to itsMorley degree. If T is superstable, one can compute
an upper bound for the number of types over a set A of cardinality κ as in the
proof of Theorem 8.6.5(2). If T is small, there are only countably many types
over a finite set E. If we know also that all p ∈ S(E) have finite multiplicity,
we have | S(A)| ≤ κ · ℵ0 · ℵ0 = κ.
Exercise 8.6.9. We can assume that all Ei are 0-definable. Choose a
sequence a0, a1, . . . such that |= Ei(ai , ai+1) and �ai/Ei� is not algebraic
over a0 . . . ai−1. Let b be an element in the intersection of all ai/Ei , A =
{a0, a1, . . . } and p = tp(b/A). Then for all i we have b � |�a0,...,ai−1

�ai/Ei� by
Remark 7.1.3. This shows that p forks over each finite subset of A.

Exercise 8.6.10. Define Ei(x, y) as xy−1 ∈ Gi . For any imperfect fieldK
of finite characteristic p set Gi = Kp

i

. x − y ∈ Kpi+1 .
Exercise 8.6.11. Half of the claim follows from Remark 6.2.8 and Exer-
cise 8.6.10. Assume that M has the dcc on pp-definable subgroups. Then
for every element a and every set B of parameters the positive type tp+(a/B)
contains a smallest element ϕ0(x, b). So there are at most max(|T |, |A|)
many types over A. This shows thatM � R0 is �-stable for every countable
subring, so M is totally transcendental (see Exercise 5.2.5). Now assume
that there is no infinite sequence of pp-subgroups with infinite index in each
other. Then tp+(a/B) contains a formula ϕ0(x, b0) such that tp+(a/B) is
axiomatised by formulas ϕ(x, b) where ϕ(M, 0) is a subgroup of finite index
in ϕ0(M, 0). There are max(|T |, |A|) many possibilities for ϕ0(x, b0) and for
each ϕ(x, y) finitely many possibilities. So the number of types over A is
bounded by max(2|T |, |A|) andM must be superstable. Indeed, the proof of
Theorem 8.6.5(3) shows that otherwise for every κ there would be a set A of
cardinality κ with | S(A)| ≥ κℵ0 .

Chapter 9. Prime extensions

∗
Exercise 9.1.1. Let p ∈ S(A) and q a non-forking extension to B . Let I

be a Morley sequence of q, so I is independent over B . Since every element
of I is independent from B over A, it follows that I is independent over A as
well (see Exercise 7.2.6), hence a Morley sequence of p.
∗
Exercise 9.1.2. a): Since I \ I0 is independent from B over A, it is

independent over B . The elements of I realise the non-forking extension of p
to B .
b): Let B ⊇ A and q the non-forking extension of p. We extend I to a very
long sequence I ′ indiscernible overA. Then I ′ is still a Morley sequence of p.



D. Solutions to exercises 231

If we choose I0 ⊆ I ′ with |I0| ≤ |T |+ |B | and B |�AI0 I
′, then I ′ \ I0 is an

infiniteMorley sequence of q having the same average type as I, so q ⊆ Av(I).

Exercise 9.1.3. If I0 and I1 are parallel, hence I0J and I1J indiscernible,
then

Av(I0) = Av(I0J ) = Av(I1J ) = Av(I1).
If conversely p = Av(I0) = Av(I1), note that by the proof of Theorem 9.1.2
there are sets B0 and B1 over which p does not fork and such that I0 and I1
are Morley sequences of the stationary types p � B0 and p � B1. Let J be a
Morley sequence of p � B0I0B1I1. Then I0J and I1J are Morley sequences
of p � B0 and p � B1, respectively.
∗
Exercise 9.1.4. Let p and q be stationary types with infinite Morley

sequences I and J . Then the average types Av(I) and Av(J ) are the global
non-forking extensions of p and q, respectively. Now p and q are parallel if
and only if Av I = AvJ , i.e., if and only if I and J are parallel.
∗
Exercise 9.2.1. Let p1, . . . , pn be the extensions of p to acleq(A) and let

Ii be the elements of I which realise pi .

Chapter 10. The fine structure of ℵ1-categorical theories

Exercise 10.1.2. To prove Part 1 either use Remark 6.2.8 to obtain a finite
subset of E which has trivial stabiliser in Aut(E/F) or apply Corollary 8.3.3.

Exercise 10.1.1. Let N be an elementary submodel which contains F(M ).
By Lemma 10.1.4 there is a definable surjection f : Fn → C. Write f(x) =
g(x, a) for a 0-definable function g and a parameter tuple a. SinceN is an ele-
mentary substructure, wemay assume that a ∈ N . ThenM = g(Fn(M ), a) =
g(Fn(N ), a) = N .

Exercise 10.1.3. If d is in dcleq(F), the set {d } is definable over F. The
proof of Theorem 8.4.3 shows that {d} has a canonical parameter in Feq.

Exercise 10.1.5. a)⇒ b) was implicitly proved in Lemma 10.1.5.
b)⇒ a): This is the proof of Corollary 8.3.3.
b)⇔ c): This is Exercise 10.1.4.
b)⇒ d): Same as the proof of Lemma 10.1.5.
d) ⇒ a): Assume that ϕ(a,F) is not definable with parameters from F.
Let ai be an enumeration of C. Construct a sequence ϕi of partial automor-
phisms of F so that the domain of ϕi contains some f with |= ϕ(a, f) ⇔
|= ¬ϕ(ai , ϕi(f)).
∗
Exercise 10.2.1. Use induction on MR(A).
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Exercise 10.2.3. Show first that if p, r are two types over A and A′ is an
extension of A, then p and q are almost orthogonal if any two non-forking
extensions of p and q to A′ are almost orthogonal. This implies that q is
orthogonal to p if and only if q is orthogonal to all non-forking extensions of
p to A′.

Exercise 10.2.4. 1. Let p ∈ S(A) be stationary and p′ ∈ S(A′) be a
regular non-forking extension. We want to show that p is orthogonal to every
forking extension q ∈ S(B). For this we may assume that B = acleq(B) so
that q is stationary. By the Diamond Lemma q has a non-forking extension
q′ which extends an A-conjugate of p′. So p′ and q′ are orthogonal and by
Exercise 10.2.3 so are p and q.
2. Let us check the four properties in Definition 5.6.5: A ⊆ cl(A) is true

since p is non-algebraic. Finite Character follows from the finite character
of forking, Exchange from forking symmetry. Regularity is used only for
Transitivity. Show the following: assume that C � |�A

d and that for all
c ∈ C all extensions of tp(c/AB) are orthogonal to tp(d/A). Then B � |�A

d .
3. We assume A = ∅ to simplify notation. Assume b � |� c, c � |� d and

b |� d . Choose an d -independent sequence (bαcα)α<|T |+ of realisations of
tp(bc/d ). Since bα |� d , it follows that each cα is independent from B =
{b� | � < α}. Since all c� are dependent from B , we conclude by regularity
that cα is independent from {c� | � < α} overA. So (cα)α<|T |+ is independent.
But we have cα � |� d for all α, contradicting Exercise 7.2.1.

∗
Exercise 10.4.1. If A ≤ M and C is a finite subset of N which contains

A ∩N we have �(AC/A) ≤ �(C/A ∩N ). This proves A ≤ N .
AssumeA ≤ B ≤M . Consider a finite extensionC ofA. ThenB∩C ≤ C .
This implies �(A) ≤ �(B ∩ C ) ≤ �(C ) and therefore A ≤ C .
The last implication follows directly from the first two.
For the last part of the exercise chose a finite extensionB ofAwith minimal

�(B). Then B is strong inM . So we may take for cl(A) the intersection of all
finite extensions of A which are strong inM .

∗
Exercise 10.4.2. Let E(A) denote the set of edges of A. If

X = E(A1 ∪ · · · ∪ Ak) \ (E(A1) ∪ · · · ∪ E(Ak)),

we have

�(A1 ∪ · · · ∪ Ak) = 2|A1 ∪ · · · ∪ Ak | − |E(A1) ∪ · · · ∪ E(Ak)| − |X |.

Now apply Lemma 3.3.10.

Exercise 10.4.3. This follows because any path (x1, a, x2) is strong inM�.
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Appendices

Exercise B.3.1. Let L be an elementary extension of K . Show first that if
S is an integral domain which contains K , then L ⊗K S is again an integral
domain. So L⊗K Kalg is an integral domain.

Exercise C.1.1. 1. Symmetry is clear from the definition. For the other
properties showfirst that a finite setA is independent fromB overC if and only
if dim(A/BC ) = dim(A/C ). This impliesMonotonicity and Transitivity.
Finite Character and Local Character follow from the fact that for finite
A and any D there is a finite D0 ⊆ D such that dim(A/D) = dim(A/D0).
2. Symmetry, Finite Character and Weak Monotonicity are clear. If

A is finite and D is any set, let D0 be a basis of cl(A) ∩ D. So D0 is finite
and A |�

0
D0
D. This shows Local Character. Always A |�

cl
C
B implies

A |�
0
C
B . If |�

0 satisfiesMonotonicity, the converse is true: we may assume
that B = {b1, . . . , bn} is finite. Then A |�

0
C
B implies A |�

0
Cb1...bi

bi+1 for all

i . But this is the same as A |�
cl
Cb1...bi

bi+1, from which follows that A |�
cl
C
B .

Exercise C.1.3. Choose a, b, x, c ∈ K p-independent. Set F0 = Kp(c),
F1 = Kp(c, a, b) and F2 = Kp(c, x, ax + b). Then F0 has p-dimension 1, F1
and F2 have p-dimension 3 and F1F2 has p-dimension 4. To show that F0 =
F1 ∩ F2, prove that dimF0 F1 = dimF0 F2 = p2 and dimF0 (F1 + F2) = 2p2 − 1.

Exercise C.1.5. First show that in any pregeometry for any closedA ⊆ B :
if dim(A/B) is finite, then it is the longest length n of a proper chain B =
C0 ⊆ C1 ⊆ · · · ⊆ Cn = B of closed sets Ci .
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α-strongly minimal formula, 96
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Diag(A), 11
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dim(X/S), 207
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ϕ(A), 9
ϕ-dimension, 84
over parameters, 84
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ϕ-rank, 135, 228
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ϕ-type, 132
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G(K), 203
G(k), 203
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κ-stable, 67, 133, 135
κ-universal, 90
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K-saturated, 55
LAbG, 1
Lalg, 80
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L(C ), 4
L∅, 1
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LGroup, 1
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LOrder, 1
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LRing, 1
Lsep, 44
LSkolem, 66
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MDα ϕ, 97
MD(a/A), 98
MDϕ, 97
MD(p), 98
M eq, 140
|=, 8, 92
Mod(R), 38
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MRϕ, 95
MR(p), 98
MR(T ), 96
MB , see also AB
mult(p), 150
N(B/A), 147
ncA, 118, 123
¬, 7
n-type, 23∨
i<m , 10
�, 187
�-homogeneous, 52
<�x, 189
�-stable, 68
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P(a), 185
p-basis, 199, 200
PCΔ-class, 93
p-closure, 199
pϕ , 224
� � �, 92
p � A, 50
�, 14, 92
� ϕ, 14
P(V ), 206
RG, 45
RCF, 41
Rϕ , 135
Ring, 14
〈S〉B, 3
SA(B), 22
SAn (B), 23
S(B), 22
Sn(B), 23
S(C), 92, 100
SCFp,e , 43
SCFp(c1, · · · , ce), 43
SCFp,∞, 43
Sϕ(B), 132
Skolem(L), 66
S(T ), 48
Sn(T ), 48
stp(a/A), 144
SU(p), 151
supi∈I αi , 187
supi∈I κi , 188
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T eq, 140
|T |, 15
tA[a1, . . . , an ], 6
tA[�b], 6
T∀∃, 31
T∀, 29
T -ec, 35
T eq, 140
T ≡ S, 14
Th(A), 15
TKH, 36
tp(a), 23
tpA(a/B), 23
tp(a/B), 23
tpqf (a), 58
T � ϕ, 14
T � S, 14
tr. deg(L/F ), 43
Tree, 60
T � K , 70
�, 10
t(t1, . . . , tn), 6
t(x1, . . . , xn), 6⋃
a, 185⋃
i∈I Ai , 4
U(p), 154
v0, v1, . . . , 5
yx, 189
Ẑ, 202

abelian group, 14
absolute Galois group, 203
absolute part of a field, 127
absolutely prime, 199
additivity of Morley rank, 106, 170
affine subspace, 209
age, 55
Aleph function, 188
algebraic
closure, 79
element, 79
formula, 79
type, 79
algebraically closed field, 25
algebraically closed field, 40, 41, 79, 81, 131
almost orthogonal type, 169
almost strongly minimal, 106, 170
Amalgamation Property, 56
analysable type, 168
antichain, 119
assignment, 6

atom, 50
atomic
diagram, 11
extension, 72
formula, 8
structure, 59
tuple, 59
automorphism, 2
group, 2
average type, 158
axiom, 13

back-and-forth property, 16
1-based formula, 173
basic formula, 10
basis, 206, 206
Bernays–Gödel set theory, 99, 185
Beth function, 190
Beth’s Interpolation Theorem, 93
BG, 185
binary tree, 61, 68
property, 133
binding group, 167
binding strength, 8
Boolean algebra, 49
bounded relation, 126

canonical
base, 139, 147, 173
parameter, 139
Cantor’s Theorem on DLO, 25
Cantor–Bendixson rank, 100
cardinal, 188
arithmetic, 188
limit, 188
Ramsey, 210
regular, 190
successor, 188
weakly compact, 211
weakly inaccessible, 190, 211

cardinality, 188
of a structure, 2
categoricity, 25, 26
CH, 189
chain
continuous, 23
elementary, 18
Lemma, 19
of structures, 3
class
PCΔ-class, 93
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elementary, 16, 19, 36
closed sets of types, 50
club, 159
cofinal, 190
cofinality, 190
coheir, 129, 137
commutative ring, 14
Compactness Theorem, 19
complete
formula, 50
theory, 15, 16
complexity
of a formula, 8
of a term, 6
components of a formula, 97
conjugacy, 146
conjugate over, 91
conjunction, 7
conjunctive normal form, 12
conservative extension, 50
consistent
set of formulas, 13, 92
theory, 13
constant, 1
constant term, 7
constructible set, 71
construction, 160
continuous chain, 23
Continuum Hypothesis, 190
Continuum Hypothesis, 189
countable, 188
theory, 47
curves, 174
cyclical order, 112

definable
closure, 93
type, 130
class, 92
bijection, 81
Morley rank, 104
multiplicity property, 107
set, 9, 10
degree
of imperfection, 43, 207
of a type, 79
of imperfection, 199
density of isolated types, 60
derivation, 194
descending chain condition (dcc), 98

diagram
atomic, 11
elementary, 17
Diamond lemma, 117
differential field, 194
differentially closed field, 149
differentially closed field, 105
differentially closed field, 44
dimension
of extensions of differential fields, 105
ϕ-dimension, 84
over parameters, 84
of a pregeometry, 207
directed
family, 3
elementary, 18
partial order, 3
disjoint formulas, 61
disjunction, 8
disjunctive normal form, 12
dividing
sequence, 113
formula, 109
set of formulas, 109
domain, 2
of a type, 22
dual numbers, 195

Ehrenfeucht–Mostowski type, 64
elementary
chain, 18
class, 16, 19, 36
diagram, 17
directed family, 18
embedding, 17
equivalence, 15
extension, 17
map, 17, 49
property, 82
substructure, 17
elimination
of ∃∞, 77
of imaginaries, 139
of quantifiers, 31
of finite imaginaries, 143
of imaginaries, 141
weak, 143

embedding, 2
elementary, 17
equality symbol, 7
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equivalence, 8
equivalent
modulo T , 28
formulas, 10, 28, 92
theories, 14
Exchange, 80, 205
Existence, 121, 148
existence of non-forking extensions, 114, 146
existential formula, 11
primitive, 32
simple, 32
existential quantifier, 7
existentially closed
substructure, 34
existentially closed
structure, 35
expansion, 4
extension, see also field extension
of types, 50
atomic, 72
conservative, 50
elementary, 17
forking, 114
minimal, 73
of a structure, 3
prime, 70

field, 14
algebraically closed, 81, 131
algebraically closed, 25, 40, 41, 79
differential, 194
differentially closed, 44
differentially closed, 105, 149
formally real, 191
1-free, 203
ordered, 191
PAC, 201
procyclic, 203
pseudo algebraically closed, 201
pseudo-finite, 203
real closed, 192, 193
separably closed, 43, 155
field extension
normal, 198
regular, 198
field extension
Galois, 198
regular, 198
separable, 198, 199
filter, 13
finite equivalence relation, 140

finite character of forking, 111, 146
Finite Equivalence Relation Theorem, 149
Finite Character, 80, 121, 205
finitely complete theory, 20
finitely generated substructure, 3
finitely satisfiable
theory, 19
finitely axiomatisable, 24, 24
finitely satisfiable
set of formulas, 22
forking
set of formulas, 111
extension, 114
independence, 114
multiplicity, 150
symmetry, 116, 146
formally real field, 191
formula
1-based, 173
α-minimal over A, 98
α-strongly minimal, 96
∀∃, 29
∃∀, 30
algebraic, 79
atomic, 8
basic, 10
complete, 50
complexity, 8
dividing, 109
existential, 11
primitive, 32
simple, 32
isolating, 47
locally modular, 172
positive primitive, 39
quantifier-free, 10
stable, 133, 138
stably embedded, 136, 168
strongly minimal, 81
symmetric, 119
thick, 119, 123
universal, 11
with Morley rank, 96
with the binary tree property, 133
with the order property, 133
with the tree property, 112
formulas
disjoint, 61
equivalent, 10, 28, 92
Fraı̈ssé limit, 56
1-free field, 203
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free occurrence, 9
function symbol, 1
Fundamental Theorem of Algebra, 193

Galois field extension, 198
GCH, 190
generated
substructure, 3
type, 216
generating set, 206
generic element, 107, 150, 196, 201
geometry, 205
global type, 92
good definition of a type, 145
graph, 24
connected, 24
random, 45, 53, 58, 123, 134
group configuration, 151
groupoid, 166
connected, 166
definable, 166

heir, 129, 137
Henkin constants, 20
Henkin theory, 19
Hereditary Property, 56
Hilbert Basis Theorem, 67
Hilbert’s Nullstellensatz, 41
Hilbert’s 17th Problem, 42
home sort, 140
homomorphism, 2

imaginary elements, 140
implication, 8
independence
forking, 114
geometric, 208
independence property, 134
Independence Theorem, 121, 124
Independence over Models, 121
independent
family, 117
sequence, 114
set, 117, 206
index, 239–248
indiscernibles, 63
parallel, 158
total, 157
induced theory, 82
induction, 186
inductive theory, 29
infinitesimal, 24

interdefinable, 93
internal type, 165
Interpolation Theorem, 93
interpretation, 2
Invariance, 148
invariant
type, 115
type, 112
class, 92, 94, 126
relation, 54
isolated
set of formulas, 47
type, 50
isolating formula, 47
isomorphic over a set, 73
isomorphic structures, 2
isomorphism, 2
partial, 16

Joint Consistency, 93
Joint Embedding Property, 56

Kaiser hull, 36

Löwenheim–Skolem
Theorem of, 24
Lachlan’s Theorem, 73

-functions, 44
language, 1
Lascar rank, 154
Lascar strong type, 124
limit ordinal, 187
limit cardinal, 188
Lindström’s Theorem, 37
linearly disjoint, 197, 198
local character of forking, 113
local character of forking, 146
Local Character, 121, 148
locally modular
pregeometry, 208
locally finite, 54
locally modular
formula, 172
logical symbols, 7

many-sorted structure, 5
matroid, 80
meagre set, 50
minimal
type, 83
prime extension, 73
set, 81
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type, 154
model, 10, 92
consisting of constants, 20
prime, 59
model companion, 34
model complete theory, 34
modular
lattice, 209
pregeometry, 207
theory, 172
module, 38
monotonicity, 117, 146
monotonicity, 121
weak, 148
monster model, 91–95
Morley degree
of a type, 98
Morley degree
of a formula, 97
Morley rank
of T , 96
of a type, 98
of a formula, 95
Morley sequence, 114, 157
in p, 115
of q over A, 115
Morley’s Theorem, 86
Morleyisation, 32
multiplicity, 150

negation normal form, 11
negation symbol, 7
non-forking extension
existence, 114
non-forking extension
existence, 121, 146
non-principal ultrafilter, 66
normal form
negation, 11
normal subset, 144
normal field extension, 198
normal form
conjunctive, 12
disjunctive, 12
prenex, 13
normal subset, 160
nowhere dense set, 50
Nullstellensatz, 41

omitting a set of formulas, 47
Omitting Types, 47

order property, 133
order type, 187
ordered field, 191
ordinal, 187
addition, 107
limit, 187
orthogonal type, 169

PAC field, 201
parallel
indiscernibles, 158
types, 147
parameter set, 92
parentheses, 7, 8
partial type, 92
partial type, 47
partially isomorphic, 16
perfect hull, 94, 199
plane curves, 174
Poizat, Bruno, 245
positive primitive formula, 39
pp-definable subgroup, 39
pp-formula, 39
predicate, 1
pregeometry, 80, 205
modular, 207
prenex normal form, 13
preservation theorems, 27
prime
model, 59
extension
minimal, 73
absolutely, 199
extension, 70
structure, 32
primitive existential formula, 32
procyclic
field, 203
group, 202
profinite group, 202
projective
plane, 175
space, 206
property
independence, 134
order, 133
pseudo algebraically closed field, 201
pseudo-finite field, 203

quantifier
existential, 7
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universal, 8
quantifier elimination, 31
quantifier-free formula, 10

Ramsey cardinal, 210
Ramsey’s Theorem, 64
random graph, 53
random graph, 45, 58, 123, 134
rank
SU, 151
U, 154
Cantor–Bendixson, 100
ϕ-rank, 135, 228
Lascar, 154
Morley, 95
real closed field, 192, 193
real closure, 192
real elements, 140
realisation of a set of formulas, 22
realisation set, 9
recursion theorem, 186
reduct
of a theory, 70
of a structure, 4
Reflexivity, 80, 205
regular field extension, 198
regular action, 167
regular cardinal, 190
regular field extension, 198
regular type, 172
relation symbol, 1
relativisation of a pregeometry, 206
restriction
of a pregeometry, 206
of a type (parameters), 50
of a type (variables), 51
ring, 14
Robinson’s
Joint Consistency Lemma, 93
Test, 34
Ryll–Nardzewski Theorem, 51

satisfaction, 8
saturated structure, 51, 68
saturated structure, 89–91
sentence, 10
separable field extension, 199
separable field extension, 198
separably closed field, 43
separably closed field, 155
separating sentence, 27

Separation Lemma, 27
Shelah’s Lemma about indiscernibles, 115
simple existential formula, 32
simple theory, 112
skeleton, 55
Skolem function, 66
Skolem theory, 66
small theory, 53
SOP, 134
sort, 140
home, 140
special structure, 89
stability spectrum, 152
stable
�-stable, 68
formula, 133, 138
κ-stable, 67, 133, 135
theory, 133
type, 138
stably embedded formula, 136
stably embedded formula, 138, 168
Standard Lemma on indiscernibles, 109
Standard Lemma on indiscernibles, 64
stationary type, 145
stationary type, 123
Stone duality, 49
Stone space, 49
strict order property, 134
strong type, 144
strong type
Lascar strong type, 124
strongly minimal
almost, 106
theory, 81
strongly minimal
almost, 170
strongly κ-homogeneous structure, 90
strongly minimal
type, 81
formula, 81
structure, 2
κ-homogeneous, 90
κ-saturated, 68
κ-universal, 90
�-saturated, 51
atomic, 59
existentially closed, 35
K-saturated, 55
many-sorted, 5, 140
saturated, 68
special, 89
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strongly κ-homogeneous, 90
sublanguage, 4
submodular law, 207
submodular law, 176
substitution, 6
lemma, 7, 10
substructure, 3
elementary, 17
existentially closed, 34
finitely generated, 3
generated, 3
substructure complete theory, 34
successor cardinal, 188
supersimple theory, 152
superstable theory, 152
SU-rank, 151
Sylvester, J. J., 193
symmetric formula, 119
symmetry, 121
symmetry of forking, 116, 146

Tarski’s
Chain Lemma, 19
Test, 18
term, 5
complexity, 6
constant, 7
Theorem
Beth’s Interpolation, 93
Finite Equivalence Relation, 149
Lindström’s, 37
of Löwenheim–Skolem, 24
of Ryll–Nardzewski, 51
of Cantor on DLO, 25
of Lachlan, 73
of Morley, 86
downwards, 74
of Vaught, 54
Ramsey’s, 64
Ressayre’s, 162
Vaught’s Two-cardinal Theorem, 75
theory, 13
�-stable, 68
complete, 15, 16
consistent, 13
countable, 47
equivalent, 14
finitely satisfiable, 19
induced, 82
inductive, 29
κ-categorical, 25, 26

κ-stable, 67, 133, 135
model complete, 34
modular, 172
of abelian groups, 14
of commutative rings, 14
of a class of structures, 19
of fields, 14
simple, 112
small, 53
stable, 133
substructure complete, 34
supersimple, 152
superstable, 152
totally transcendental, 68
unidimensional, 169
universal, 29
with prime extensions, 73
thick formula, 119, 123
totally transcendental theory, 68
trace, 194
transcendence degree, 207
transitivity, 117, 146
Transitivity, 80, 121, 148, 205
tree, 61
tree property, 112
trivial pregeometry, 207
type, 22, 48
algebraic, 79
almost orthogonal, 169
analysable, 168
based on, 147
definable over C , 130
generated, 216
global, 92
internal, 165
invariant, 112, 115
Lascar strong type, 124
minimal, 83, 154
of a set, 23
of an element, 23
orthogonal, 169
parallel, 147
partial, 47, 92
quantifier-free, 58
regular, 172
stable, 138
stationary, 123, 145
strong, 144
strongly minimal, 81
weakly orthogonal, 172
type-definable class, 94
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ultra-homogeneous, 55
ultrafilter, 13
non-principal, 66
unidimensional theory, 169
unique decomposition
of formulas, 9
of terms, 6
uniqueness of non-forking extensions, 145
universal
formula, 11
quantifier, 8
theory, 29
universe, 2
U-rank, 154

valid sentence, 14
vanishing ideal, 199
variable, 5

Vaught’s Conjecture, 54
Vaught’s Test, 25
Vaught’s Theorem, 54
Vaught’s Two-cardinal Theorem, 75
Vaughtian pair, 75
vector space, 38

weak elimination of imaginaries, 143
Weak Boundedness, 148
weakly compact cardinal, 211
weakly inaccessible cardinal, 190, 211
weakly orthogonal type, 172
Weak Monotonicity, 148
well-ordering, 186
theorem, 187

Zilber’s Conjecture, 175
Zorn’s Lemma, 188
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